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Sommario

Oggi, I'interazione fisica tra robot ed esseri umani rapgmés una sfida partico-
larmente interessante per i ricercatori che lavorano mabecadella robotica. L'ul-
tima tendenza nella robotica avanzata e quella di svillgpppaa nuova generazione
di robot, come umanoidi, robot volanti, per I'assistenzal@ot medici con un alto
livello di autonomia, che siano in grado di cooperare e diragire tra di loro, cosi
come con gli esseri umani secondo il concetto della physlcahan-Robot Interac-
tion. Attivitd autonome o cooperanti richiedono che i rodebbano operare senza
produrre danni a se stessi, agli esseri umani e ad altri bgiyebstanti, interagendo
con 'ambiente in modo sicuro. L'adozione di un sistema edake diventa fonda-
mentale ed il senso del tatto € particolarmente importanggianto molte operazioni
richiedono che il robot riconosca le collisioni involorigrma anche che entri inten-
Zionalmente a contatto con oggetti o persone. L'interazifisica sicura tra uomo e
robot richiede la conoscenza delle forze di interazioneigudeti di contatto, al fi-
ne di svolgere compiti di cooperazione e co-manipolaziolmitare i danni causati
da urti accidentali. Questa informazione fondamentale gas®re ottenuta attraver-
so misure dirette o mediante tecniche di stima che fanno useetbdi alternativi a
seconda della tecnologia disponibile.

Questa tesi presenta un sensore di fez# distribuito descrivendo nel dettaglio
la sua progettazione e realizzazione, e verificando spetaimente le sue capacita
in diverse applicazioni. Il sensore &€ composto da modulsibénindipendenti, in
grado di stimare la componente normale e le componenti temgjedella forza di
contatto. Ciascun modulo sensibile & costituito da quaiypie di LED e di foto-
transitor ad infrarossi, coperte da uno strato di silicome ttasduce la forza esterna
in una deformazione meccanica. Il vettore di forza appicatlla superficie defor-
mabile & stimato come un’opportuna combinazione dei quatignali di tensione
misurati dai quattro fototransistor. In questo lavoro écstaalizzato, caratterizzato
e testato un prototipo completo formato da una matrigesedi moduli sensibili. 1l
prototipo € in grado di discriminare piu aree di contatto stihare le forze risultan-
ti per ciascuna di esse. |l sensore, dapprima sviluppatecinaiogia rigida, € stato
riprogettato e prodotto in tecnologia flessibile per gararia conformabilita mec-
canica e I'adattabilita alle superfici curve, come ad esempelle dei manipolatori
robotici. Vengono, inoltre, fornite delle linee guida p#éndtallazione del sensore
Su un sistema robotico generico. Il sensore € stato instaltan successo su alcuni



manipolatori ridondanti sviluppati da aziende diverseeseimpio KUKA e YASKA-
WA, e, attraverso la definizione di architetture HSW e lo sviluppo di software
driver adeguati, esso é stato utilizzato in applicazionntdirazione fisica tra uomo e
robot, in cui le forze di contatto possono verificarsi su atiseribuite. Inoltre, sono
stati progettati ed implementati tre algoritmi che peroratt di utilizzare il sensore
come interfaccia Uomo-Macchina e, quindi, di impartire clminandi alla piattafor-
ma robotica tramite dei gesti tattili tracciati sulla sujpée del sensore. Adottando
la formulazione classica del controllo di ammettenza,niseee € stato utilizzato per
task di manual guidance, intuitive programming, collisa®tection e reaction. Co-
me mostrano i risultati sperimentali, le tecniche basaliéadozione di un sensore
distribuito dedicato alla misura delle forze di contattodeno ad essere preferibili ai
metodi alternativi basati sull'uso di modelli dinamici debot e sull’'uso di misure
di coppia ai giunti.



Abstract

Today, physical interaction between robots and human®septs an interest-
ing challenge for robotic researchers. The latest trenddiraraced robotics is to
develop a new generation of robots such as humanoids, flginots, assistant and
medical robots with a high level of autonomy, which are abledoperate and in-
teract each other as well as with humans according to theigatyduman-Robot
Interaction concept. Autonomous or cooperative tasksireglat the robots should
operate without damage themselves, humans and other sdimguobjects, interact-
ing safely with the environment. Sensing becomes fundaahesmd tactile sensing
is particularly important since many tasks require the téboecognise unintentional
collisions or to have intentional physical contact withestts or humans. Safe and ef-
ficient human-robot physical interaction requires the kieolge of interaction forces
and contact locations in order to perform cooperation anthaaipulation tasks and
to limit damage from accidental impacts. This crucial infation can be obtained
through direct measurements or by estimation techniquyessibg diferent methods
depending on the available technology.

This thesis presents a distributed fgtaetile sensor by describing its design and
development, and by verifying experimentally its capéediin various applications.
The sensor is constituted by independent sensing modiilestcaestimate both nor-
mal and shear contact force components. Each sensing mozhaests of four cou-
ples, constituted by an infrared Light Emitting Diodes arfithato-Detectors, covered
by a silicone layer that transduces the external force in ehar@ical deformation.
The applied force vector is estimated as a suitable conmbmaff the four voltage
signals measured by the four receivers. A complete prototyjith a 6x 6 matrix of
sensing modules, has been realized, characterized aad.t@ste prototype is able to
discriminate multiple contact areas and to estimate theefogsultants for each con-
tact area. The sensor, firstly developed in rigid PCB teauylhas been re-designed
and manufactured in flex PCB technology in order to guaramiehanical compliant
and conformability to curved surfaces, such as robot arnusdelines for the instal-
lation of the sensor on a generic robotic system are providée sensor has been
successfully installed on few redundant manipulators édént brands, KUKA and
YASKAWA, and, through the definition of proper system arebttires and sensor
drivers, it has been exploited in applications of safe pfatdHuman-Robot Interac-
tion, where contact forces over large distributed areasocanr. Moreover, three



algorithms that allow the use of the sensor as Human-Madhieeface and, then,
the recognition of the touch gestures traced on the sendgacsthave been designed
and implemented. By adopting the classic formulation ofatimittance control, the
sensor has been used in manual guidance, intuitive progirsgnoollision avoidance
and reaction tasks. As shown with the experimental resiliesuse of a dedicated
distributed sensor for measuring the contact force vedtosmed at overcoming
current methods based on the use of robot dynamic model®andgrque measure-
ments.
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CHAPTER 1-

Human-Robot Interaction

In the last two decades, new industrial and humanoid robetsl@signed following
the physical Human-Robot Interaction (pHRI) concept, tlovathe robot to share the
same workspace and cooperate with humans in applicatiatsagiassisted indus-
trial manipulation, collaborative assembly, domestic kyantertainment, rehabili-
tation or medical applications. Sensors, able to deteereat contacts, that occur
between the robots and the humans/anthe environment, are developed and used
to provide the robots with cognitive abilities and to deyetew communication tech-
niques used in dlierent fields, e.g. for the knowledge transfer from human bot,0
for the realization of human-friendly interfaces for rolppbgramming and control,
for human guidance in the completion of the robot task, ferdbtection of the hu-
man presence to avoid unintended collisions (safe operatiound humans) [1]. In
particular, safety issues become of primary concern whbatsoand humans share
the same environment. The robot should have the ability d@davmintended colli-
sions by anticipating dangerous situations, and it shaeddtrpromptly recovering a
safe working condition.

1.1 The SAPHARI project

Recent progress in pHRI research showed in principle thatamuand robots can
actively and safely share a common workspace. The fundainemakthrough that
enabled these results was the human-centered design ¢hnelsbanics and control.
This made it possible to limit potential injuries due to ueintional contacts. Previ-
ous projects, in particular the PHRIENDS project in whichaat pf the consortium
has been involved, provided remarkable results in thesetiins, constituting the
background foundation for this proposal. Inspired by theselts, SAPHAR] (Safe

1Please, refer to the project website for more details: fttpav.saphari.eu.
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XXSAPHARl

SAFE AND Autonomous PHysicAL HumAN-AwARE RoBOT INTERACTION

Figure 1.1: SAPHARI project logo.

and Autonomous Rysical Himan-Avare Robot Interaction) performed a fundamen-
tal paradigm shift in robot development in the sense thahtiman is placed at the
centre of the entire design. The project took a big step éurdlong the human-
centered roadmap by addressing all essential aspectsepfistlfitive physical in-
teraction between humans and complex, human-like robgstems in a strongly
interconnected manner. While encompassing safety issasesdbon biomechani-
cal analysis, human-friendly hardware design, and intenacontrol strategies, the
project developed and validated key perceptive and cegnibmponents that enable
robots to track, understand and predict human motions inakhyestructured dy-
namic environment in real-time. Robots have been equipptdtiae capabilities to
react to human actions or even take the initiative to intdraa situation-dependent
manner relying on sensor based decisions and backgrounddae.

Apart from developing the necessary capabilities for sxtéve autonomy, the
human safety has been tightly incorporate also at the degrdvel. This enabled
the robots to react or physically interact with humans infa aad autonomous way.
Keeping in mind the paradigm to “design for safety and cdrfo performance”,
research developments have been pursued in several aseéingavith the funda-
mental injury mechanisms of humans cooperating with robdiise analysis have
been first carried out for $tirobots and then extended to variabldéfegss actuation
systems in terms of safety, energy, and load sustainatiligmechanical knowledge
and biologically motivated variable compliance actuatage been used to design bi-
manual manipulation systems that have design charaater&std performance prop-
erties close to humans. Real-time task and motion planrfisgan complex systems
required new concepts including tight coupling of contnatl lanning that lead to
new reactive action generation behaviours. Safe operhtisrbeen enforced in mo-
bile manipulation scenarios with large workspaces by sifoaibn of proprioceptive
and exteroceptive sensory information, sensor-basedplasking, human gestures
and motion recognition and learning, and task-orientedqamming, including con-
figuration and programming of safety measures. Finally,esgllaining interaction



and communication frameworks have been developed to ealthasystem usability
and make the multimodal communication between human arat sgamless.

The project involved important partners engaged in the pean robotics re-
search, such as Universita di Roma La Sapienza (UNIROMAithuas Group (AIR-
BUS), Institute of Robotics and Mechatronics (DLR), Foridae Istituto Italiano
di Tecnologia (IIT), Fraunhofer-Institute of Optronicg;sfem Technologies and Im-
age Exploitation (IOSB), KUKA Laboratories GmbH (KUKA), @&e National de
la Recherche Scientifique (LAAS-CNRS), Technische Unitér#iinchen (TUM),
Universita di Napoli Federico Il (UNINA), Universita di RISSUNIPI), Universitat
Bremen (UNIHB).

1.2 Toward Human-Robot coexistence

Safety in terms of industrial robots usually consists ofiasng the manipulator
workspace from the one of humans by a safety guard with loskdety doors or
light barriers [2]. Once the safety door is opened or thetltgdrrier is crossed, the
robot immediately stops its task. An increasing interestrieaently been observed in
domestic and industrial service robots, characterizeddsjrable, and under certain
circumstances even unavoidable physical interaction T8lerefore, a resulting es-
sential requirement is to guarantee safety for human useegular operation mode
as well as in possible fault modes of the robotic system. T&hest trend in ad-
vanced robotics is to develop a new generation of robots asdiumanoids, flying
robots, assistant and medical robots with a high level abraarny, that are able to
cooperate and interact each other as well as with humansondntous or coop-
erative tasks require that the robots should operate withmducing damages to
themselves, to humans and to other surrounding objecesatting safely with the
environment. Sensing becomes fundamental, and tactimggis particularly im-
portant since many tasks require the robot to recognizeemtional collisions or to
make intentional physical contact with objects or humans.

For humans the skin is a remarkable organ and the sense ofificndamental
for manipulation tasks execution. It consists of an integiastretchable network of
sensors that provide information about tactile and thestialuli to the brain, allow-
ing us to operate within our environment safely affiéetively. The development
of electronic networks comprised of flexible, stretchableg robust devices that are
compatible with large area implementation and integratéd multiple functional-
ities is a testament to the progress in developing an eldctiskin. The &ort to



create an artificial skin with human-like capabilities istimated by the possibility of
such large, multi-sensory surfaces being highly appledbt autonomous artificial
intelligence (e.g., robots), medical diagnostics, andagment prosthetic devices
capable of providing the same, if not better, level of sepgmrception than the
human skin. Enhancing robots capabilities with the tasiase could extends their
range of applications to include highly interactive tasks;h as caring for the elderly.
An artificial skin with such sensory capabilities is oftefereed to in the literature as
sensitive skin, smart skin, or electronic skin [4].

The idea of the artificial skin has been used for the first timegal years ago in
science fiction and movies, e §ix Million Dollar Man series,Star Warsseries and
Terminatormovie series. In the 1980s, HP (Hewlett-Packard) marketeersonal
computer that was equipped with a touchscreen, allowingsuseactivate functions
by simply touching the display. It was the first mass-maidetéectronic device
capitalizing on the intuitive nature of human touch. In 198%& (General Electric)
built the first sensitive skin for a robotic arm using diseretfrared sensors placed
on a flexible sheet at a resolution®f5 cm [5]. The latter was proximally aware of
its surroundings, allowing the robot arm to detect potémiistacles andfiectively
moves within its physical environment. In the 1990s, sissbegan using flexible
materials to create large-area, low-cost and printablesepatches. Jiang et al.
proposed one of the first flexible tactile sensor for sheaef®by creating silicon (Si)
micro-electromechanical (MEM) islands by etching thin Sifers and integrating
them on flexible polyimide foils [6]. At the same time, flex@éldrrays fabricated from
organic semiconductors began to emerge [7], having a loimkatative solutions for
enhancing the reliability of large sensor to mechanicatlen[8].

Significant progress in the development of artificial skirs lneen achieved in
recent years, in which particular emphasis has been placedimicking the me-
chanically compliant property of human skin. Suo et al. hdeeeloped stretchable
electrodes [9, 10, 11], and Rogers et al. have transformgplieatly brittle material,
Si, into flexible electronics by using ultrathin (100 nm) filitonnected by stretchable
interconnections [12, 13]. Someya et al. have fabricatedbike pentacene-based
organic field-&ect transistors (OFETS) for large area integrated pressmnsitive
sheets with active matrix readout [14, 15, 16], while Baueale have investigated
novel pressure sensing methods using foam dielectricsdad]ferroelectrets [18]
integrated with FETs. Other groups have developed streletaptoelectronics, in-
cluding light-emitting diodes (LEDs) [19] and organic pbabltaics (OPVs) [20] for
integration with artificial skin. In [4] a significant pictes representing a timeline



of the major milestones towards the development of artifgkin is reported (see
Fig. 1.2). From the previous analysis on the artificial skioletion it is easy to
understand that stretchability and flexibility are two imot characteristics to con-
sider in a sensor design. However, while arrays of flexibéetebnics have been
developed by using very thin plastic substrates, stretehddwvices have been more
difficult to achieve, and new processes and materials are ofjaived.

A further description and a more deep analysis of the saiatfresented in liter-
ature can be found in Sec. 1.4.

1.2.1 The tactile sensors in robotics

Robotic technologies have found enormous advantages iroinmg eficiency and
reducing the cost of repetitive, well-defined manufaciiizisks. Recently, there are
a great interest in designing robots that can work in lesgsgtred environments by
collecting information about their surroundings to makerapriate responses [21].
Such capabilities would allow them to work in close quarteith humans and com-
plete more complicated and dynamic tasks (e.g., providagicbservices to elderly
people or undertaking dangerous rescue missions) [22].eMexyhighly functional
tactile sensing will be required to improve the safety afféativeness of current
robotic technology [23]. In addition to robotic applicat® tactile sensing arrays
could transform the medical field. Tactile sensors integranto prosthetics could
allow amputees to regain considerable functionality, audh sensitive sensor skins
could be useful in augmenting surgical gloves [24] or for suggng the health of pa-
tients [25]. Many essential aspects of life are mediatechbymultifunctional tactile
sensing capabilities of skin, including:

e normal force sensing for grasp control, object maniputgtiand orientation
determination

e tensile strain monitoring for proprioception (essent@ $imple movements
such as standing or walking)

¢ shear force sensing for grasp control and friction deteation

e vibration detection for slip detection and texture det@ation

The characteristics outlined above should be considerdtieasminimum require-
ments for an artificial skin. In the 1990’s, one of the firstvayr of robotics de-
velopers outlined desired parameters for tactile sking. [R2 most cases, these re-
quirements agree well with the capabilities of human skird, laoth are summarized

5



Evolution of Artificial Skin
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Figure 1.2: The picture has been published by Mallory et al ireports a brief
chronology of the evolution of the artificial skin.



Table 1.1: Summary of the properties of human skin and qooreging requirements
for artificial skin.

Parameter Human skin  Requirement for artificial skin
Spatial resolution 1mm 1 2mm

Temporal resolution 26 40 ms 1- 10ms

Working range > 10kPa 1- 10009

Hysteresis High Low

in Table 1.1. However, artificial skin with enhanced captiéed, such as improved
sensitivity, higher sensing elements density and fassgamse times, could endow
robots and prosthetics with capabilities that surpassettodsour own skin. Tactile
sensing has attracted significant interest, and developiméme area has been rapid.
In order to measure the magnitude of a tactile stimulus, gtrbe converted into
an electrical signal. Methods for accomplishing this cosim are described below.
Piezoresistivity. Piezoresistive sensors transduce a change in the resistéa de-
vice into a measurement of strain and have been investigatedsively because of
their simple structure and readout mechanism. The changgsistance can be de-
rived from several factors, including changes in: the getoyrad the sensing element,
the resistivity of a semiconductor, the contact resistdreteveen two materials and
the resistivity of a composite.
Capacitance Capacitive sensors for tactile sensing have demonsttatgdstrain
sensitivity, compatibility with static force measuremearid low power consumption.
However, since the capacitance is proportional to the comstarface, reducing the
taxel size of these devices for miniaturization reduces#macitance and the signal-
to-noise ratio. Furthermore, capacitive sensors are ptibteeto interference from
external sources.
Piezoelectricity. Piezoelectricity refers to the ability of a material to geate a volt-
age in response to an applied force. The force causes a chatige length and
separation between dipoles in the material, leading to tiild-p of compensating
charges on the electrodes. The ability of the material toe@@mormal forces into
electrical charges is quantified using a piezoelectridrsttanstant. Given the high
sensitivity of piezoelectric sensors to dynamic pressatktheir fast response speed,
they are often used to measure the vibrations associatbdsiigt However, piezo-
electric materials dier of drift in sensor response over time and have unrelidgbtes
sensing properties.



Optics. Optical sensors convert a tactile input into an electramatput using light
as an intermediate. These sensors consist of a light sautcansmission medium,
and a detector. The modulation of light intensity througttéesensitive waveguides,
flexible optical fibers or reflecting surfaces has been uséabticate optical sensors.

In many cases, tactile sensor elements are encapsulateid ait elastomer to
protect them from mechanical stress and environmentalsexppas well as also to
provide conformal contact with stimuli.

Our senses of vision and hearing are facilitated by a smafibau of localized
sensors. However, tactile sensing requires a multitudee$as distributed over
a large area and developing methods to collect and procebsaslarge amount of
information has been a persistent challenge in this spdigfit The simplest strategy
for device readout is direct addressing, in which each @dgicontacted by a separate
connection. Good temporal resolution can be achieved Wwithrhethod, but large
arrays quickly lead to an unmanageable number of connection

1.3 The modern approaches

Safe and fficient human-robot physical interaction requires the keodge of inter-

action forces and contact locations in order to perform eoaipon and co-manipula-
tion tasks and to limit damage from accidental impacts. €hisial information can
be obtained through direct measurements or by estimatabmigues using dierent

methods depending on the available technology. As saideiptavious sections, in
the last decades, féierent kinds of artificial skins have been developed. Mostefit

are based on tactile sensing and are able to measure thetcpoitat where a force
is applied. Some of them have been developed within EU Reoyelcose goals were
improve the knowledge of the robotics community in cogmifibuman-robot interac-
tion and coexistence through the implementation of hunthrabots. For example,
in [26] the authors presents a tactile skin based on a sestftiited capacitive tac-
tile sensing elements that have been integrated on the i@utitive robot covering
the limbs and providing a tactile feedback, in terms of confmints, for possible
contacts with the environment. Information such as forcgmtade and direction is
not easily reconstructed. In fact, as reported in [27, 28,tB@ estimation of the con-
tact forces and the control of the interaction forces exebtetween the iCub robot
and the environment need for additional sensors instati¢de robot limbs, i.e., six
axes forcorque sensors, as well as knowledge of the dynamic modékeofdbot.

It is clear that the prevailing trend of the research in thadfis covering the whole



body of the robot or some of its parts with an array or patcliésroe/tactile sensors.

On the other hand, indirect estimation of the interactionds can be obtained us-
ing alternative techniques mainly based on residual estmanethods or on the use
of exteroceptive sensors, i.e., depth cameras [30]. Had@aal. [31, 32] propose a
collision detection mechanism based on the estimationeotdiflision torques. The
algorithm requires the computation of the dynamic modehefrbbot that is used to
detect the disturbance torques through the use of a modebldarque observer.

One of the mostféective approaches proposed in the literature is that basttkto
residual method, which allows to estimate the joint torquexserated by the external
forces applied to the body of a robot manipulator [31, 32, 3Bhis information,
together with the measurement of the contact location cdrabe obtained, e.g., with
tactile sensing or depth cameras, allows to compute a gaimdati®n of the external
force, also in the case of multiple contacts [34]. The redidachnique has been
successfully employed also in [35, 36, 37] for applicatiartsere force feedback is
required to control the intentional physical human-rolndeiaction. The nice feature
of the residual method is that it does not require the iredfah of force sensors
on the robot, although exteroceptive sensing is needechéoidentification of the
contact locations. A drawback is that, as all the model-thésehniques, an accurate
knowledge of the robot dynamic model is required; some dyogqarameters, like
the robot payload, and some torque disturbances, like thefjaction, are uncertain
and may change during robot operation. Another disadvantéth respect to the
solutions based on distributed sensors is that the forcésramments that do not
produce joint torques (i.e., those that are balanced by gwhemnical structure) cannot
be measured. Finally, the accuracy of the estimation dependhe location of the
contact point on the robot structure.

On the basis of the previous discussion, existing methodsadasure contact
forces in multiple contact points can be classified in twessds. In the first one
the contact force estimation is carried out through a regidased method using the
dynamic model of the robot, provided that the environmenirigperly sensorized
with sensors external to the robotic system, i.e., cametladapth sensors such as
Microsoft Kinect. The second one does not use sensors akterthe robotic system,
but it introduces a tactile sensor to determine the apjphiegboint of the external
force, while the estimation of the applied force is basedrendomputation of the
robot dynamic model whose parameters are assumed petfaciiyn. Moreover, the
method requires six-axis force sensors located along tha raechanical structure.

The design and the development of a distributed ftactile sensor able to pro-



vide both a measure of the applied force and the geometdairdtion on the contact
point (without requiring the use of other sensors and thevkedge of dynamic pa-

rameters of the robot) results to be an ambitiotigative and valid challenge aimed
at improving the cooperation and collaboration betweewnt®obnd humans.

1.4 Alook at distributed sensors: tactile sensing for robat

In the last decades, the design and the use of embedded ariloLithsl sensor sys-
tems that extend the perception of the robot of the surragneivironment has been
enforced. Nowadays, there are no commercially availahlehtgensitive covers for
robotic systems. A possible reason may be the complex stdpe oovering struc-
ture of modern robotic systems. Humanoid robotic systerasuaually designed
to mimic the shape of a human body in order to increase theptamoee of the
robotic systems by the human user. To resemble the shape wharhbody, the
covering structure of humanoid robots has to be based onle@ropganic volumes
with 3D-curved surfaces that can no longer be formed by tinebdwation of simple
cuboid or cylindrical volumes. These biologically inspireurfaces are mostly non-
developable and cannot be covered with a single distribsgedor based on a rigid
or one-dimensionally bendable circuit board. So, the pliegatrend is to cover the
whole body of the robot or some of its parts with an array ohiittial sensors that,
in general, use nearly all modes of transduction as piexbires[38, 39, 40], capaci-
tive [41, 42, 43, 44, 45], optoelectronic [46]. Dahiya et{dV] provide an exhaustive
review on distributed tactile sensor technology and oneiggures highlighting vari-
ous requirements and expectations such as flexitsitityformability, spatial resolu-
tion, wiring problems and technologies for communicatiod data transmission. It
can be recognised that, while the use of tactile sensorsindhtact point detection
and pressure estimation is ddse practice, the development of a distributed sensor
able to estimate both the magnitude and the direction of pipdiead forces is still
an open challenge for robotic researchers. Some examptensbrs that can detect
contact pressure have been presented in [26, 48, 49, 502 583554]. In [48], [49],
and [50], the authors presented distributed tactile seng@t use the FSR (Force
Sensor Resistive) material. The contact is detected witheasore of resistance,
since resistance of such material changes with the applesspre. In [48], the pro-
posed artificial skin is used to cover the whole body of arséasi robot: an energy-
absorbing layer is introduced in the skin structure to desethe risk of dangerous
injuries in human-robot interaction, but itfsers of high hysteretic behaviour. In [49]
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the sensor is designed by the superposition of severadayidr different thicknesses
and materials, involving a complex manufacturing proc&shmayr et al. [51] ad-
dress the problem of providing a solution able to avoid tofidebetween sensor sen-
sitivity and robustness. The transduction principle ofgtheposed stretchable sensor
is based on the acquisition of the electrical transfer tiggisbetween polymer-based
electrodes arranged in two orthogonal layers. Ulmen an&dSky [52] proposed a
solution, based on capacitive technology, where a forcsisgrapacitor is the sens-
ing element and a three—plates capacitor structure actspagitor plates and noise
shields at the same time. The main disadvantage of this@olsgems to be the large
dimension and the complexity of the circuit for addressimg sensor elements. In-
spired by the characteristics of the human tactile sensatioshi and Shinoda [54]
proposed a tactile sensor based on two layers of compressiallators (urethane
foam) and on three pieces of stretchable conductive sh@éisy also proposed a
way to connect the sensor elements based on gensumunication integrated cir-
cuits placed at the boundaries of the conductive piecesribasure the capacitance
between the conductive layers. A layer of urethane foamsis aked by Ohmura
et al. [53] which proposed a scalable and modular distribsensor based on opto-
electronic technology. They introduced the conceptutfand-pastdactile sensor
to refer to the possibility of adapting their sensor skintg part of the robot body.
Surely, a weak point of such sensor is the required largeotrand thus high power
consumption: one LED requires about 50 mA. For 1000 tactifesig elements, the
total current amounts to 50 A, which is too large for this kafdpplications. To the
best of the authors knowledge, the optoelectronic teclgyol® not widely used in
the design of distributed sensor. Instead, a Vertical @&itrface Emitting Laser
(VCSEL) is used in [55, 56, 57]. In [55], the VCSEL is used towelep an opti-
cal ultra-micro-displacement sensor fabricated using MEkkcnology; in [56], the
VCSEL, combined with a photodiode, is used to develop a flexdensor able to
estimate the shear stresses applied to its surfac@erButly, in [58] an optic sub-
system is introduced in the developed embedded device onpyavide a reliable
and high speed communication channel for the sensor dasntission and not for
the force measurement. None of the sensors cited so fardd@bktimate the force
vector in a large contact area and only fevifelient solutions are able to estimate the
three components of the force vector applied to a small costaface by an external
colliding object. In [59, 60] a flexible tactile sensor arrf@y an anthropomorphic
artificial hand with the capability of measuring both norraatl shear force distribu-
tions, using Quantum Tunneling Composite (QTC) as a baseriaktis presented.
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It consists of four fan-shaped electrodes in a cell that oipases the contact force
into normal and shear components. However, as discussedrtarasinghe et al.
in [61], QTC technology dfiiers from diferent drawbacks that imply to use it or as
a simple low-cost contact switch, or with additional comxpheechanical structures
to realize force sensors. Moreover, QTC also takes coraditietime to return to
its original state after deformation. Tao Liu et al. [62] ideed a 3-D tactile sensor
by integrating four sensing cells, each composed of a pres&nsitive electric con-
ductive rubber (PSECR) and a fan-shaped pectinate cirBdith the solutions use
the measurements of four sensing cells to estimate the héoneca component and
the shear force components through a simple empiric relstiip that expresses the
force components with respect to the sensor informatien sensor voltages. Also
in [63, 64] two capacitive solutions able to estimates thiedosector are presented.

1.5 Thesis contribution

The literature shows that the common goal dfatient works is to develop a tactile
sensor with a soft surface that can be conformable, scadaidl@daptable to smooth
curved surfaces of the robot body. A fundamental propertg dfstributed sensor
that should be used as an artificial skin is its spatial reéiolu The spatial acuity
of human skin is an important parameter that gives an ideheo§patial resolution
that an artificial skin should possess. In particular, theéhodd based on the two-
points threshold [65] and the grating orientation [66] shdhat the spatial acuity
varies across the human body: the spatial resolution of @iipg(1l mm [67]) is
better than the spatial resolution of the palm (7 mm [68]) ahdhe torso (20~
30 mm [69]). Therefore, also the artificial skin spatial teson should be adaptable
to different needs. Moreover, safety operations between humanobats require
that the sensor response time is as low as possible so asigectiee robot behavior
before causing serious damage.

According to the discussion reported before, a distribitede/tactile sensor
should satisfy the following requirements:

e the sensor should be capable to provide a direct measure giréssure map
and of the contact force vector so as to avoid complex moasbdh estimation
algorithms, even in the case of multiple contacts

¢ the sensor should be highly modular and scalable

¢ the sensor should have fast time response
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Figure 1.3: Pictures of force and tactile sensors proposedHoshi and Shinoda
(Fig. 1.3(a)), Ohmura et al. (Fig. 1.3(b)), Zhang et al. (Fig(c)), Ulmen and
Cutkosky (Fig. 1.3(d)), Cannata et al. (Fig. 1.3(e)), Elkmaet al. (Fig. 1.3(f)),
Duchaine et al. (Fig. 1.3(g)), Palli et al. (Fig. 1.3(h)).
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e the sensor should be characterized by light-weight, lowgroconsumption
and low-cost, since it potentially could be used to coverethiire surface of a
robot

e the sensor of the sensing elements should be adaptablfferedt spatial res-
olutions requested by the application site

¢ the sensing elements should be embedded into or coveredafithndor elas-
tic material

e the sensor should be easy to manufacture with a low numbeire$ w
e the sensor measurements should be repeatable and with &berdsis
e the sensor should be applicable to arbitrarily curved sagdgconformability)

In this thesis the author deeply describes the design, thkementation and the
use in robotics applications of a novel modular fgtaetile sensor able to estimate
both normal and shear contact force components. It has bmaortrated that the
sensor can be exploited for all robotic and control apglcathat require a forge
tactile feedback. Each sensing module consists of 4 taxelgered by a silicone
layer that transduces the external force into a mechanefakhation, measured by
the four taxels. Each taxel consists of an infrared Light tiingj Diode (LED) and a
Photo-Detector (PD) (also referred to as Photo-Trans{Btd)). The distributed sen-
sor is realized by interconnecting several sensing modumittsa suitable scanning
strategy, used to obtain an highly modular and scalableisnluThe sensor proto-
type has been calibrated, characterized and its main &sahave been highlighted
with several tests. A flexible version of the developed sehss been installed on
several robotic arms and it has been used for manual guidamoéive program-
ming, collision detection and reaction tasks.

In Section 2 the rigid sensor prototype is deeply describgthrting from the
sensor working principle, the design and the developmeatsifigle sensing module
are analyzed. It is explained how a distributed prototype lma obtained by inter-
connecting several sensing modules and the specific stratipted to interrogate
the prototype is introduced and discussed. The procedecttosalibrate the sensor
is reported and, then, the distributed sensor is charaetkand its main features are
highlighted with several tests.

2The wordtaxelderives from the union of the words “tactile element”.
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Section 3 reports the design and the development of the kmoafile sensor pro-
totype. The adopted scanning strategy allows a substaatiaktion of the number
of wires with respect to the sensing module number, whicheaglossible the use of
a flexible PCB. A procedure for the integration of the sensoa@urved surface of
a robot manipulator is defined, presented and discussedcdiiteation procedure
introduced for the rigid sensor prototype is adapted to tifarmable sensor version
in order to take into account the local curvature of the flexikersion. Moreover, an
alternative calibration technique is analyzed and congpatith the previous one.

In Section 4 the use of the forttactile sensor as Human-Machine Interface is de-
scribed. Three algorithms for touch gesture recognitieniroduced and assessed.

In Section 5 the developed sensor is introduced in the palyslaman-Robot
Interaction context. The sensor is installed on two ligh¢ltemanipulators for which
it is possible to obtain information about the external ésracting on them through
indirect estimation methods based on the theoretical @gprof the residual method
and on the use of joint torque sensors. An analysis of the ioresd methods, as
well as a comparison with the proposed sensor in terms ghattin accuracy, are
reported.

Section 6 describes the control algorithm adopted for tffi@itien of the robotics
tasks presented in this thesis. The mathematical fornoulatf the algorithm is re-
ported and an analysis on the stability of the closed loogrobalgorithm is ad-
dressed through the Lyapunov method.

Section 7 addresses the problem of the sensor integratidlifferent redundant
manipulators. On the basis of the communication interfackgpted by the specific
robotics systems a proper sensor driver has been develdpes system architec-
tures used for KUKA and YASKAWA 7-DOF robots are describedwasd| as the
sensor drivers. Finally, the forgactile sensor is used for manual guidance, intuitive
programming, collision detection and reaction tasks arbakperiments with their
results are presented.

In Section 8 the conclusions are presented and possibleefutorks and chal-
lenges are proposed.
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The distributed force/tactile sensor
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CHAPTER 2-

The rigid sensor prototype

The sense of touch is an important means through which lisiagtures obtain exter-
nal information and it plays an important role for the reatlian of direct interaction
between robots and the environment. Tactile sensors aieedethat measure pa-
rameters of interactions, regarding touch, pressure sens#orce, sliding feel, and
heat sensation, between intrinsically sensitive areagaiginal objects. Distributed
sensor devices include many tactile perception units, kvaie usually arranged in
the form of tactile sensor arrays, to acquire the forceibligion function of the con-
tact between the sensitive area and an external object.e Secfirst development
of a tactile sensor in the 1970s, the use in applications énvtist fields of smart
robots, biomedicine, touch-screen technology, modernufaaturing, and modern
services has grown rapidly. The functions of such sensors Bgpanded from the
initial realization of single-dimensional normal-forceeasurement perpendicular to
a surface to three-dimensional (3D) force measurementh e rapidly growing
number of applications and increasing number of user reménts, the distributed
sensor design is focused on achieving flexibility, multidimional force detection,
miniaturization and multi-functionality.

The design of the described sensor passes through the idefiniita rigid proto-
type, which has been deeply characterized and experinhergated. The obtained
results have encouraged further developments and evadudiothe rigid version that
represented a good starting point for the design of a corgblensensor prototype. In
the following sections both the rigid and conformable prgpes are described and
particular interest is given to the calibration procedwaed tests used to highlight the
sensor capabilities. Part of the work described in this@eds published in [70].
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2.1 The basic idea

The distributed forgiactile sensor described in this thesis is based on the Eldadb
the tactile sensor concept introduced in [71], i.e., theafsgptoelectronic devices
to detect the local deformations, generated by an exteordhct force applied to a
deformable layer that covers the optoelectronic layer. fBlotle sensor presented
in [71] has been designed as a stand-alone device to beatedginto anthropo-
morphic robotic fingers, capable of executing fine manipatatasks. To this aim,
the sensor consists of 16 taxels, with a dedicated low po&ahannels Analog-to-
Digital Converter (ADC), with a resolution of 12 bit and a nraxm throughput rate
of 1MSPS, directly integrated into the sensor itself. Thisfiguration guarantees
a high sensitivity to external stimuli. In particular, afi@ suitable calibration pro-
cedure, the 16 measurements allow, through a neural netémastimate the three
components of the force vector (estimation error less thhiNPand the three com-
ponents of the torque vector (estimation errorless than nNnFurthermore, the
measures from the 16 taxels allow also to reconstruct aymessap on the whole
fingertip, with a spatial resolution of about 2 mm, directtyrelated to the external
object shape, with a high sensitivity (minimum detectableé 005 N). As discussed
in Chapter 1 for the design of a distributed fgteetile sensor, the features to be taken
into account are dlierent from those of a tactile sensor, since the main obgctiv
a distributed sensor is not the fine manipulation but the marohot interaction and
human safety. In particular, some characteristics sucpattasresolution, accuracy
of the force estimation and sensitivity can be relaxed iifaxf additional features
such as modularity, possibility to cover large areas wittitkd costs and power con-
sumption, capability to discriminate multiple contactagevith the corresponding
forces, ease of integration inftérent parts of the robot. The solution presented in
this thesis addresses these aspects as detailed beloes lfious optoelectronic cou-
ples to realize a single sensing module able to estimatéhtke tomponents of the
force vector. The whole sensor consists of a matrix of sgnsindules, suitably
interconnected. This choice allows to estimate the threepoments of the force
vectors wherever applied to the whole distributed senséierdntly from some au-
thor previous works [72, 73] where only the normal comporéithe force has been
estimated, by guaranteeing all discussed features. Thetsdlsensor architecture,
differently from the tactile sensor described above, resudtigalsie enough to be ap-
plied to robot surfaces such as torso, legs, arms: its $pesi@lution can be properly
adapted on the basis of the robot body part to cover by simpnging the distance
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6,4 Deformable layer

6,4

\\V Optoelectronic layer

Emitter/receiver couples

Figure 2.1: CAD model of a sensing module prototype: top wemeft (dimensions
are in mm) and perspective view on right.

between two adjacent sensing modules.

2.2 Working principle

The sensor is obtained by interconnecting a number of id@nsensing modules,
each capable of measuring the three components of the tdotee that acts on it.
Each sensing module consists of four taxels organized irx& 2Znatrix. A single
taxel consists of an optical emittezceiver couple spectrally matched. A deformable
elastic layer is positioned above the 4 optoelectronic ssufsee Fig. 2.1). The
deformable layer has a hemispherical shape on the top siuerevthe interaction
with external objects occurs. On the bottom side it presientisempty cells into the
material, with a parallelepiped shape, vertically aligmgth the four optoelectronic
couples. For each parallelepiped cell, the facet positianeront of the optoelec-
tronic couple must have optical properties able to guaesatgigh reflectivity (reflec-
tive surface), while the lateral walls, which divide neighing taxels, have to avoid
optical cross-talk #ects between taxels and also to ensure the immunity against e
ternal optical disturbances (absorbing surfaces). Themsepies can be guaranteed
by using materials that allow to implement a molding dfelient layers with dfer-
ent properties (e.g., color, thickness, surface finishiMijth this configuration the
emitter illuminates the reflective surface of the corresiog parallelepiped cell and
the reflected light is measured by the photodetector. Arreatéorce, applied to the
deformable layer, produces displacement variations fehalfour taxels constituting

a sensing module. These displacement variations produizioas of the reflected
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(a) CAD model. (b) Printed unit.

Figure 2.2: Plastic molds for production of the siliconeday

light and, accordingly, of the photocurrents measured byptiotodetectors. Finally,
the photocurrents are converted into voltage signals bygusimple resistors. After
a calibration procedure, detailed in Section 2.6.1, theres force components, act-
ing on a sensing element, can be estimated with a suitabl®ioation of the four
measured signals. Itis evident that the sensitivity andittiescale of a sensing mod-
ule depend on the hardness of the material used for theagatizof the deformable
layer.

2.3 The sensing module: enhancing the modularity

In order to realize the optoelectronic layer, the opticahponents have been selected
on the basis of previous experiences, discussions andvaltiesrs detailed in [71].
In particular, the realized prototype uses optoelectronioponents manufactured by
OSRAM. The LED (code SFH4080) is an infrared emitter with akpeavelength of
880 nm, while the detector is a silicon NPN phototransistmdé SFH3010) with a
peak sensitivity at 860 nm wavelength. Both the componeate h viewing angle of
+80°. The conditioning electronics is constituted by simplastess without ampli-
fication andor filtering stages, since the measured voltages dfieigumtly high to be
directly converted by using an ADC. The material selectiomttie deformable layer
has been made on the basis of previous experiences detailédl]i In particular, a
two layer plastic mold, suitably designed and realized byp8Dting (see Fig. 2.2),
has been prepared in order to realize the deformable layarsing black silicone
for the absorbing walls and white silicone for the reflecsueface. The black sili-
cone guarantees the maximum absorption at all wavelengthsaa a consequence,
to avoid cross-talk problems between taxels and light distoces from the environ-
ment. The white silicone ensures the maximum reflection atadelengths, increas-
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surfaces walls layer

Figure 2.3: Pictures of sensing module.

ing the sensor sensitivity. Berently from a tactile sensor, a distributed fgtaetile
sensor requires a higher full-scale. To obtain these ctarstics, a silicone with a
higher hardness, with respect to the tactile sensor in [4]l,has been chosen. The
selected one is the MM928, provided by ACC Silicones Eurepth a Shore hard-
ness of 28 A and a cure time of 24 h at room temperature. Theasp® of the black
walls between taxels has been selected in order to redut®tizental deformations
with respect to the vertical ones, by considering the FilBl@ment analysis reported
in [74]. In particular, for the realized prototype, the ttriess of the black walls
is 0.8 mm, while the extension of the white reflecting surfaces.&nimx1.8 mm,
which results in a total size for the deformable layer of 6x@mm. The height of
the reflective surfaces from the electronic layer.&rmm. The top of the deformable
layer is a section of a sphere with a radius of 7 mm. The defblerlayer is bonded
on the electronic layer (of sizedmmx6.4 mm) by using a cyanoacrylate glue. Fig-
ure 2.3 shows some pictures of the sensing module compoaedtan assembled
module.
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2.4 Fromthe sensing module to the distributed sensor: scan-
ning strategy and power consumption

A distributed sensor prototype is realized by interconingcseveral sensing mod-
ules. The version presented in this thesis consists of 3eutesdorganized as a
6 x 6 matrix, for a total of 144 taxels. The sensor matrix has bmreloped as a
shield that can be installed directly on a STM32F3 discowmrgrd. The conforma-
bility property can be easily obtained by adopting a flexib&B connected with the
conditioning electronics by a thin wire, as described in.S8edhe STM32F303 Mi-
croController Unit (MCU) provides sixteen ADC with a restidun of 12 bit: each
voltage signal is digitized with two bytes and the selectegdUMwith a system clock
frequency of 72 MHz, represents the right tradeletween costs and performance.
To ensure the scalability and the modularity of the systefagcanning control” strat-
egy, based on the same idea reported in [53], has been adoptlize the module
interrogation by using the MCU. The basic idea is to conreetsensing modules in
groups which share 4 ADC channels, and to use the digabf the MCU to switch
on and d@f, with a cyclic pattern, the sensing modules, by ensuringithaach time
instant, for each group, only one taxel is turned on, whil®tiers, which share the
same ADC, are turnedio This control logic is based on the fact that the switchfid o
photodetectors behave as an open circuit that does notnciube AD conversion
of the voltage of the switched on photodetectorfi@ently from [53], the sensing
modules can be directly driven by the MCU digitaD| without using an external
power supply, since each LED works with a forward currenthafa 1 mA and the
voltage supply for all components is the¥/, available from the MCU. Hence, since
different groups use filerent AD channels, sensing modules belonging tdedéent
groups can share the same digit& ks power supply, by reducing also the number
of digital 1/0O necessary to switch on an€t the sensing modules during the interro-
gation. The described scanning strategy provides sevdvahtages: a reduction of
the whole sensor power consumption, since the number of lm®dimultaneously
turned on is limited; a reduced number of ADC channels regiuio acquire the data;
a simplification of the wiring. By generalizing the adoptatkirrogation technique, a
total of n sensing modules (corresponding totédxels) can be organized ingroups,
each one constituted hysensing modules. Since the sensing modules of each group
share 4 AD channels, the number of external wires needed to intetecgaensor
patch is equal tod+ p (plus one for the ground). As a consequence, to minimize the
number of wires needed for a sensor patch, the followingtcaingd optimization

22



problem can be solved

rpligl (4m+ p) (2.1)

subjecttomp=n, mn,pe N*

with n,m, p positive integers. The developed fofteetile sensor has 144 taxels, di-
vided inton = 36 sensing modules. By solving the optimization problemi)(2he
resulting minimum number of needed wiresnis= 3 groups (corresponding tam
A/D channels) ang = 12 digital JO, for a total of 24 wires plus one for the ground.
Summarizing, the 144 total taxels, which constitute 36 isgnsiodules orga-
nized in 3 groups, are interrogated by using 12 ADC channklaC channels
shared for each group) and 12 digitADlused to implement the scanning strategy,
for a total of 25 wires (the 25th signal is the ground) dinectbming from a MCU
(see the schematic diagram shown in Fig. 2.4). For appbicativhere large surfaces
have to be covered with a high number of taxels, the distibdibrcgtactile sensor
proposed in this thesis presents very attractive propefttten the power consump-
tion point of view. Each taxel requires a voltage supply ¢¢ua.3 V with a current
of about 1 mA, for an instantaneous power consumption.®f8V. Since no addi-
tional ICs are necessary, with just a few watts of power, shods of taxels can be
driven at the same time. Generalizirigtaxels require a power consumption equal
tok - 3.3 mW. For the sensor patch proposed in this thesis, corestitoy 144 taxels,
a total instantaneous power consumption of,Z18W would be needed if all tax-
els were always switched on. In this case, the power consompould already be
quite limited, but the interrogation technique describbdva allows a further power
saving. In particular, at each time instant, only one sensindule is switched on for
each group, corresponding tendaxels. With the optimal number of groups= 3,
only 12 taxels are switched on at the same time, with a tosséhirtaneous power con-
sumption of 3% mW, resulting in a reduction of one order of magnitude camga
to the previous case. The only limitation can be the minimaming frequency
necessary to interrogate the whole distributed sensor.alrtine 144 taxels of the
proposed patch, with the selected MCU, i.e., an ARM Cortex $1M32F303, a
sampling frequency of 150 Hz was obtained. Therefore, tlopgsed solution is
very attractive for battery-powered robotic systems. Binthe 144 voltage signals
are converted and transmitted via USB connection to a hosTR€microcontroller
firmware is developed using the real-time embedded opegragistem ChibiO&RT: a
flow chart of the MCU operation is reported in Section 2.5. Atlslla script, running
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Figure 2.5: Rigid sensor prototype (left) and correspogdiintual sensor structure
(right).

on the PC, acquires the data and computes the force comgoaertrding to the
algorithms reported in Section 2.6. The interrogationuwtrg described so far has
the great advantage that the sensor can work also if noteabdhsing modules are
actually connected or some connected modules are brokee, thiey appear only as
open circuits. This improves the modularity of the proposeldtion, since the num-
ber of the actually installed ayat working modules can be easily detected through
an initialization phase. A virtual sensor structure candmonstructed according to
the detected modules, and used to show the informatiorecetatthe estimated con-
tact forces. Figure 2.5 shows a picture of the rigid protetyfmgether with the
corresponding virtual sensor structure. Note how six meslan the third group
are intentionally not mounted to show how the virtual stuoetautomatically adapts.
Such feature is better illustrated in Fig. 2.6, where a neglsimodule has been con-
nected to the last row of the sensor board and it is autontigtieacognized by the
reading software module, which detects the number of thialled angor working
modules in the initialization phase. As reported in SecBptihe deformable layer of
each sensing module was bonded on the electronic layer asiggnoacrylate glue.
In order to improve the reliability of the bond, to increake toading cycles and in
order to cover the whole sensor matrix with a single defotmktyer, all sensing ele-
ments are connected together by an additional siliconeinmldror a reliable contact
force estimation, it is advised to have a negligible meatelréoupling between ad-
jacent sensing elements. To avoid that such thin film coulduce a mechanical
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Figure 2.6: Modularity of the scanning control strategy.

coupling, a FE analysis has been conducted (it has beempedsa [75]) to verify
that the use of a silicone with shore hardness of 6A (4-5 timese soft with respect
to the one used to realize the deformable layer of the semdargents) would not
transmit significant stress from one cell to another. Theasike rubber behavior was
modeled with the Mooney-Rivlin constitutive law:

o= 2(/1 - 1//12) (a1 + az/d) (2.2)

whereaA is the elongation ratio. The model parametefsanda, have been evalu-
ated on the basis of the considerations reported in [74].y Ha@e been chosen as
a1 = 3.96-102 anda, = —3.37- 104 for the silicone with shore hardness 6A, while
asay = 0.16 anda, = 0.13- 1072 for the silicone with shore hardness 28A. In Fig-
ure 2.7, the results of the FEM simulations are reported.3Ihenodel is constituted
by two sensing module deformable layers made of siliconk shibre hardness 28A,
by one layer of silicone with shore hardness 6A positionevben the two mod-
ules and by a plane of aluminium material that representsdhieling object. Latter
is subjected to a prescribed displacement chosen in ordgerterate a mechanical
contact between the plane and one deformable module amd gleentact force. Re-
ferring to the reference system reported in Figure 2.7k&) displacement is applied
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(b) Second simulation: prescribed displacement alongg&0.8 mm.

Figure 2.7: FEM analysis for the characterization of thesdcsilicone molding.

27



only along the y- and z-axis. For the first simulation, thel@gpvertical displace-
ment is 06 mm and the horizontal displacement ranges from 0 mm&ondn with a
step size of @ mm; for the second simulation, the applied vertical disphaent is
0.8 mm and the horizontal displacement ranges from 0 mm@mn with a step size
of 0.2mm. The mesh geometry is uniform for all the 3D model partsianonsists
of 9469 tetrahedral elements. The last picture of Figuré? féports a comparison
between the displacements along the y-axis tlfi@cts the two sensor deformable
layers: the results show that for a maximum deformation effifst sensing module
equal to 35 mm, the corresponds maximum deformation on the secondilmisl
only 0.08 mm, that guarantees a negligible mechanical couplinguri 2.8 shows
the complete rigid sensor prototype. The figure highlights ¢ensing element de-
formable layers with the shore hardness of 28 A and the arghshe shore hardness
of 6 A. It is evident how all the modules are now fully embeddet the silicone,
which gives an improved mechanical robustness.

2.5 Sensor interrogation firmware

ChibiOSRT provides a set of HAL functions that allow to easily man#yeMCU
peripherals. The two ADC units of the MCU are used to conJegtdensor analog
signals in diferent steps according to the adopted scanning controégyratnd the
USB unit is used for the MCU-PC communication. With a cyclattprn, the signals
related to thdth module of the three groups are digitized using ¥P Ahannels.
Figure 2.9 shows a simple flow chart that summarizes the MCéfatipns. The
firmware starts with the ADC and USB peripherals configuratind, then, it waits
the “start” command sent by the uge€. So, the first sensing modules of the three
groups are turned on, the corresponding analog signalsgitieetd and the data are
sent to the PC via USB communication. The same operationgesfermed for the
second modules of the three groups and so on.

2.6 Calibration, characterization and testing

The calibration of the sensor prototype is based on the hgsat that the calibration
of a single module can be used also for the other ones, sihoeodules are real-
ized with the same components and they are mechanicallyateda Actually, the
assembly of the sensor, e.g., the soldering of the opt@etéctcomponents, the po-
sitioning and the bonding of the deformable layer, couldoiaitice diferences in the
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Figure 2.8: Perspective view of thexs6 sensor matrix after the first silicone mold-
ing (a). Lateral view (b) and perspective view (c) of thex® sensor matrix after
the second silicone molding. The first complete sensor pne¢oconnected to the

conditioning electronics (d).
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Figure 2.9: MCU firmware flow chart.
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Reference sensor

Figure 2.10: Setup for the calibration of a sensing module.

response of the sensing modules. So, in order to obtain tRemae accuracy in the
force estimation, the identification of calibration paraene for each sensing module
is advised. However, if the specific application does notiirega high estimation ac-
curacy, the same calibration parameters can be used faeaknsing modules of an
entire sensor prototype. Accordingly, this section preséme calibration procedure
and the characterization of a single module. The obtainédration functions are
applied to all sensing modules. Only the main results arerteg in the following
subsection.

2.6.1 Sensor calibration and characterization

The force components can be estimated as a suitable coiobirtdtthe four volt-
ages of a sensing module. A specific calibration setup has frepared in order to
acquire at the same time the module voltages and the actaal ¥ector, measured
by using a reference sensor. Figure 2.10 reports a pictufeeagetup with the cor-
responding reference axes. The sensing module is mountadsbaxis load cell
used as reference sensor. The model used is the FTD-Namadawfactured by
ATI, with a measurement range equakib2 N and+17 N for horizontal and vertical
force components, respectively. The measurement rangdl forque components is
equal to+120 Nmm. An operator carried out various experiments usistiffgplane
and by applying dierent external forces and, simultaneously, acquiringhalivolt-
age variations on the phototransistors and all the forcegpoonents measured by the
reference load cell. These data are acquired at a samplefra@ Hz. Consider-
ing the working principle described in Section 2.2, if thentawt force is zero, each
photodetector measures an initial voltage proportiongh#light reflected by the
white silicone when the deformable layer is in rest positidfhen an external force
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is applied to the deformable layer, each photodetector oesept a positive or neg-
ative voltage variation with respect to the initial voltagkepending on the external
force components. Figure 2.11 shows the voltage varigtioeasured by the sensing
module, and the corresponding force components, measuria loeference sensor.
It is evident that the sign of the voltage variations is mdato the tangential force
direction, and their amplitude to the force vector intgndirom the figure, it is also
clear that the voltage variations ardistiently high to be directly digitized without
the introduction of additional amplification giod filtering stages, as described in
Section 2. So, iffy, fy, andf; are the force components, aud= [V1, V>, V3, V4T is
the vector that contains the voltage variations, the phemmhogical model proposed
to calibrate the sensing module is the following

fy = klv (2.3)
fy = kjV (2.4)
f, = kzg(V) (2.5)

where the vector functiog(-) is simply the absolute value applied to each component
of the vectorV and the three 4« 1 calibration vectorky, ky andk, can be easily
estimated with a simple least square algorithm by invefigg. (3.3), (3.4) and (3.5),
respectively, written for each point of the data set acguas explained above (an
example is reported in Fig. 2.11).

The accuracy of the calibration has been validated with arskdata set, not used
for estimated the calibration vectors. In particular, tekdneated force components
have been computed as

fy = kiv (2.6)
fy = kjV (2.7)
f, = kig(V) (2.8)

and in Fig. 2.12 the estimated valugs f, and f, are compared to the actual force
componentdy, fy and f, measured with the reference sensor, to evaluate the calibra
tion performance. The results show a full-scale normaldamfttabout 8 N and about
+2 N for the tangential components, with an estimation aayuch about 06 N. The
full-scale can be adapted to the requirement of a specificapipn, by changing

the mechanical properties of the deformable layer (e.gdress, curvature radius of
the hemispherical shape). The accuracy also depends onlisedle and it could
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Table 2.1: Example of calibration parameters.
ke | 21519 -4.2440 -1.1642 01076
ky | -0.7988 -23203 10681 21013
k) | -2.0325 -6.2748 -9.1026 -8.1753

be improved by introducing a more complex model. Table 20bms the calibration
parameters used to estimate the force components showg.ig.ER.

In order to assess both repeatability and hysteresis giepef the relationship
between the external force applied to the deformable lagdrthe phototransistor
signal variations, a few calibration experiments have lwaeried out. Using a micro-
positioning stage, a known external force has been apphede deformable layer
that ranges from O N to 8 N with intervals of2ZN. The repeatability has been evalu-
ated by acquiring more than once the calibration curve finglestaxel. In particular,
Fig. 2.13 reports two measurements of the voltage varistionthe same force ap-
plied to a single taxel, which denote a good repeatabilitsh\& maximum error of
6.77%. To evaluate the hysteresis properties of the sensotodtiee deformable
layer, used to cover the electronic components, some mesakave been carried out
by increasing and decreasing the applied force. Definindiyiséeresis error as the
maximum diference between the output values of the sensor obtainetid@aime
input value, then the maximum error is.28 %. The results are reported in Fig. 2.14.
Both repeatability and hysteresis errors refer to the woaise that occurred during
the diferent experiments.

Finally, a force pressure with a step change has been ajipltbd sensor to ana-
lyze the response time, here defined as the delay betweeeféerrce sensor signal
and the voltage signal of a sensor taxel. The response tiemerglly, is influenced
by the viscosity of the deformable layer material and by tharacteristics of the se-
lected transduction method. The optoelectronic techiyotmgnbined with a silicone
material provides a very low response time (about 1 ms), asrsin Fig. 2.15.

33



0.6 :

.
——Measurement 1
—e—Measurement 2

0.5

0.4r-

0.3

0.2-

Sensor Signal [V]

repeatability error = 6.77%

_Ol 1 1 1 1 1 1 1
0 1 2 3 4 5 6 7 8
Applied Force [N]
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Table 2.2: Sensor comparison.

Year Author Transduction Miniaturization Force vector . Spatial Signal Range of Force [N] ForcgPressure
method technique estimation sensing resolution condition  Pressure [kPa] Sensitivity
elements electronic

2006 Hoshi et al. Capacitive Polymer No X2 —_— No 10N —_—

2006  Ohmura et al. Optical Flexible PCB No 32 e Yes 50800 kPa e

2008 Maggiali et al. Capacitive Flexible PCB No 12 10mm Yes 8KRa e

2009 Duchaine et al. Resistive Polymer No 16 10mm Yes e e

2013 Liu et al. Resistive PSECR Yes —_— 10mm Yes 100N (Normal) _—
35N (Shear)

2010 Ulmen et al. Capacitive Polymer No x4 10-20mm Yes ~ 100N Q02N

2011 Elkman et al. Resistive Polymer No xB R — Yes e 025 N/cn?

2013 Strohmayr et al. Resistive Polymer No _ 5im Yes 50kPa 16 20kPa

2013 Zhang et al. Resistive QTC Yes 1 —_— Yes 20N (Normal) —_—
7N (Shear)

2014 Palli et al. Optical Rigid PCB Yes 1 —_— Yes 100N (Normal) —
50N (Shear)

2014 Bekhti et al. Capacitive Multimaterial Yes 1 20mm Yes N3MWormal) e
20N (Shear)

2014  Cirillo et al. Optical Flexible PCB Yes %6 [12x 121 7.4mm [26 mm]?@ Yes 10N (Normal) ~0.1N
2N (Shear)

Notes:

(1) A 6x 6 matrix of sensing elements has to be considered in the ¢dgrce vector estimation, while, in the case of contact pestimation, a 1 12 matrix of
taxels can be considered.

(2) 7.4mm refers to the distance between two adjacent sensingestentSo, it represents the spatial resolution in the caf®ad vector estimation. Considering
the contact point estimation, the spatial resolution i®deined by the distance between two adjacent taxeisnggn for the presented implementation of the
sensor).



Moreover, Fig. 2.16 shows the Power Spectral Density (P$iEjeovoltage sig-
nals reported in Fig. 2.11, demonstrating that the noisal ie\below the signal level
of about four orders of magnitude, since the signal bandwisitlimited to a few
Hertz. In order to provide a comparison between the mainsemescribed in Sec-
tion 1.4 and the proposed solution, the main charactesjsti., transduction method,
spatial resolution, full-scale range, have been summaiiz&able 2.2 on the basis of
the comparison reported in [76]. To the author best knowdadgexisting distributed
sensing solutions are able to estimate the three compouwithis force vector; more-
over, not all the sensors characteristics are availabléerature and only a partial
comparison was possible and reported in Table 2.2.

The calibrated forgactile sensor has been tested in contact wififetént objects
in various contact conditions and the results are discusstm following sections.

2.6.2 Sensor testing

The rigid sensor has been used to perform several test$.oFa8, since each taxel
measures a local deformation, the 144 voltages, measutediivé scanning strat-
egy described in Section 2, can be used as a pressure map sygttial resolution
of 26 mm. This map allows to discriminate multiple contacts amdeconstruct
the shape of the objects in contact with the faaetile sensor. Figure 2.17 shows
these features with two fierent experiments. The calibration functions (3.6), (3.7)
and (3.8), have been used in the Matlab script to estimatéothe vector for each
module. The same function has been applied to the four @agiations for all
sensing modules, obtaining as many estimated force veasattse sensing modules
are. Figure 2.18 shows the estimated force vector on theabisensor structure, in
the case of a single contact with a single sensing element.

If multiple contacts occur, the Matlab script first identifiall groups of sensing
modules that constitute connected components of the wholtact area according
to the algorithm detailed below. Then, it computes a forailtant for each con-
nected component as the vector sum of the force vectors astinby the single
modules. The application point of a resultant force is cotagas the centroid of the
corresponding connected component. Figure 2.19 showsaatygxample with two
different contact areas, each consisting of 4 modules. TheYenters estimated by
the single sensing modules that constitute the two contaetsaare reported on the
virtual sensor structure. Figure 2.20 reports another elamith three diferent con-
tact areas. In this case, the virtual sensor shows, in rediotice vectors estimated
by the single sensing modules that belong to the two condeaximponents of the
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Figure 2.18: Estimation of the force vector, reported onwineial sensor structure
(b), for a single contact with a single sensing module (a).
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contact area and, additionally, the corresponding rasiLibaces. Figure 2.21 reports
the resultant force and the force vectors estimated by tiglessensing modules in
the case of a distributed contact, i.e. when a marker pendsritact with the sensor
patch.

2.6.3 Algorithm for multi-point contact

A specific algorithm to identify multipoint contact conditis has been devised. It
first identifies all groups of sensing modules that congtiitonnected component
of the whole contact area. Then, it computes a resultane foc each connected
component as the vector sum of the estimated force vectotkebgingle modules
belonging to the identified connected component. The agijidic point of a resultant
force is computed as the centroid of the corresponding @iedeomponent.

Let M be the matrix whose elements are equal to 1 in corresponaétice sens-
ing modules on which a contact occurs. In order to avoid fadsgact detections, the
element(i, j) of M is set to 1 only if the magnitude of the estimated contactefane
the modul€(i, j) is greater than a threshold valfie The threshold value of. BN has
to be equal to the average calibration error of the sensodelect the set®; of ad-
jacent cells on which a distributed contact is applied, arative algorithm has been
designed. Starting from the first module of the sensor (demsig a prototype of
6x 6 modules, the first module is in the upper-left corner of tlarix) the algorithm
verifies if on the 8 adjacent modules a force is applied areh,tthe corresponding
element of the matrid is setto 1. In this case, a connected compoggiig created
and the matrix element related to the new modules insertétl is set to 0. The
algorithm is iteratively executed on the new elements ofatienected component
until no new adjacent modules result activated by a contacef In practice, a tree
is associated to each connected compofgnivhere each entry (the node of the tree
corresponds to a sensing module) can have a number of bseanph® eight. The
pseudo-code of the implemented algorithm is reported belethe main algorithm
(Algorithm 1) and the subroutine (Algorithm 2) that finds tt@nected components.

Algorithm 1 Main algorithm
for all elements oM do
if element is equal to then
Q; « find_set(M, elementinde®
Fi < vectorial sum of; wherej is the identifier of the®; elements
end if
end for
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Figure 2.19: Estimation of the force vectors, reported @wintual sensor structure
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Figure 2.20: Estimation of the force vectors in a multipletemt case (a): on the
virtual sensor structure (b) are reported both the forcéove@stimated by the single
modules (red arrows) and the net force vectors for each coataa (blue arrows).
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Figure 2.21: Estimation of the force vectors (b) for a distted contact (a).
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Algorithm 2 Subroutine

Functionfind_set(M, initial _element return, M
if M (initial _element is equal to lthen
add initial_element t&
M (initial _element « 0
else
compact set does not exist
return
end if
while set not foundio
for all elementk of Q not analysedlo
find all adjacent elementgo k-th element so abl (1) is equal to 1
if | is not emptythen
addl to Q
M() <0
else
set not found
end if
end for
end while
returnQ2, M

41



CHAPTER

The flexible and conformable sensor
prototype

The design of the conformable sensor patch, based on flé&xdRtechnology, is an
evolution of the rigid prototype design made possible by tmain characteristics of
the proposed sensor, namely the smart scanning contregéggrand the low power
consumption of a sensing module. The scanning strategwsbosubstantial reduc-
tion of the number of wires with respect to the taxel numbdrictv makes possible
the use of a flexible PCB with a limited number of layers cqrogsling to a reduced
thickness, which guarantees high conformability for theefectronic board and low
production cost.

3.1 Design of the conformable sensor

The design of the flexible PCBffacts the maximum achievable flexibility of the
sensor patch, hence some observations are in order. Firstlynstallation of the
electronic components on the flexible PCB reduces the fléyilproperty, depend-
ing both on the number and the dimensions of the componemisongly, the flex-
ibility depends also on the number of layers necessary fomtining, thus a proper
routing of the PCB should be carried out. This requires aablétre-design of the
optoelectronic layer of the original rigid prototype to nmaize conformability of the
new forcétactile sensor version. First of all, note that the sensinglutes are only
constituted by the optoelectronic components (SFH4080s#di3010), that have a
SmartLED package 0603 (with dimension8:0.8x 0.65 mm), and additional resis-
tors to drive the LEDs (a resistor for each LED), with pack@d@2 (with dimensions
1x0.5x0.32 mm). By using the scanning strategy described in Sectieach group
of sensing modules can share the resistors in series wititheWith this choice, the
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Figure 3.1: Routing of the flexible PCB (dimensions are esgped in millimeters).

number of resistors needed to convert the photocurremdghetvoltages acquired by
the A/D channels is reduced from the number of PTs to the numbeyDfthannels
used during the scanning. Furthermore, these resistorsecarounted directly near
the A/D channels, by avoiding to add components on the conformadneof the
PCB. So, by adopting the presented scanning strategy, thimgoof a whole con-
formable forc#actile sensor patch can be completed by using a flexible P{iiB w
only 4 layers. Since no additional Integrated Circuits jI@&h cumbersome pack-
age are used for the conditioning electronics, the typeowiponents to mount on
the flexible PCB, for each taxel, are only three and small ghda maintain a high
flexibility of the PCB.

Design of the routing has been carried out by using a seroRzatic routing
algorithm. The layout of the obtained PCB is reported in Bd., including the
dimensions. The active surface of the sensor patch (cameépy to the sensing
elements) is about 4¥ 47 mn?, while the 25 wires, needed to interrogate the patch,
are carried to a standard connector positioned on the k@t skigure 3.2, on the
top, reports a picture of the realized PCB, where the highbility is highlighted.
The solution, after soldering of all the components, maista high flexibility that
allows the sensor patch to be conformable to a surface withnmim curvature radius
of about 3 cm, which is dficient for covering robot surfaces such as arms, legs and
torso.

43



Figure 3.2: Pictures of the realized flexible PCB before )(amd after (bottom) sol-
dering of optoelectronic components.

3.2 Integration of the conformable sensor on a robot arm

The first step towards the integration of the sensor patchrobat link is the bonding
of the deformable layer to the flexible PCB. In order to enstogect operation
of the sensor, the flexible PCB has to be conformed to the cgidalected for the
final assembly of the sensor patch before bonding of theosilidayer. Since the
force estimation depends on the deformations of the s#idager, if the flexible
PCB were conformed to the target shape after bonding of therrdable layer, a
residual strain would féect the sensing module causing a wrong force estimation.
Therefore, reduction of these undesired deformationshiieaed by first curving the
PCB and then by bonding the silicone caps to it. To this aimgahmanical support,
designed on the basis of the shape of the surface selectdtefinal mounting, has
to be realized. For the experiments presented in this thisisconformable sensor
patch has to be mounted on a KUKA LWR-4 The support has been designed
on the basis of a 3D CAD model of the robotic arm and it has bé&printed in
ABS. The 3D CAD model provides a simple mechanism to extraetraof the robot
surface where to collocate the distributed sensor. FigilBesiBows how the sensor
patch support has been designed in the 3D CAD software. irfgtdrom the CAD
model of the whole arm (see Fig. 3.3-a), the area identifiedhfe final mounting
of the sensor patch is selected (see Fig. 3.3-b). From tketsdl surface the sensor
patch support has been extruded as a filled solid (see Fig:) 3 obtain the final
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b) c) d)

Figure 3.3: Sensor patch mechanical support: a) KUKA LWR3D model, b)
selected surface, ¢) extruded shape d) designed support.

sensor patch support, the filled solid has been completdd side edges designed
to mechanically block the sensor patch on it and also sehetak for inspection of

the bottom side of the electronic layer (see Fig. 3.3-d). €bhe flexible PCB has
been fixed to the mechanical support by epoxy resin, theosiccaps are bonded
to each sensing modules on the optoelectronic layer, byritgga fully assembled

patch. Figure 3.4 shows some pictures of the conformablgosemmototype during

the assembly phases.

Note that the final obtained conformed patchfatiently from the rigid version,
has not an uniform spatial resolution for the force detegtishich depends from the
local curvature. Letss denote the sensing modules distance before the bonding of
the PCB on the conformed mechanical support, that is equbktepatial resolution
of the rigid version, namely.Zmm. Moreover, leR denote the local curvature
radius of the mechanical support dmdthe height of the silicone caps bonded on the
PCB. Then, the spatial resolution of the conformed sendohpacally varies in the
range+(hc = 15t) /R from the flat value ¢15;. In particular, by considering a curvature
radius of 3cm, being. = 4 mm andr¢5; = 7.4 mm, it is possible to estimate that the
spatial resolution of the conformed sensor patch can lpeally of +1 mm from the
spatial resolution of the rigid version, by resulting in aanmiform resolution equal
to 74+ 1mm.

3.3 Conformable sensor calibration

In the following, an extension of the calibration procedariginally presented in 2.6.1
is proposed to handle the complex shape of the tactile spasch. In fact, to provide
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d)

Figure 3.4: Conformable sensor patch during assembly phadeerspective view,
b) side view, c¢) perspective view of the complete sensoropype, d) completed
sensor prototype.

the user with a contact force vector and contact positiomessged in a single refer-
ence frame fixed to the sensor, the calibration procedur¢ohage into account the
orientation of suitable reference frames attached to eamduha with respect to the
given sensor frame. Furthermore, a comparison betweendlilwration algorithms
with different computational complexity will be reported: one basedn Artificial
Neural Network (ANN) and the other one based on a simple finegpping.

The calibration procedure has been implemented by usingfeence sensor, a
six-axis load cell, manufactured by ATI. The model used &R D-Nano-17, with a
measurement range equalt®2 N and+17 N for horizontal and vertical force com-
ponents, respectively. The measurement range for all égocgmponents is equal to
+120Nmm. First of all, in order to install the conformable senpatch on the ref-
erence sensor a second support with the same shape of theatimed for the robot
arm has been 3D printed. Figure 3.5 shows the calibratiapseith the sensor patch
mounted on the mechanical adapter, fixed to the referen@®isefihe computation
of the calibration parameters for each sensing module regjghat the axis of the
reference frame of the ATl sensor and the axis of the referémene of the sensing
module, on which the external force is applied, are aligriest.>g be the reference
frame of theith sensing module andaT, the reference frame of the ATI sensor. On
the basis of the 3D CAD models, the rotation ma&'' for each sensing module
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Figure 3.5: Calibration setup.

can be defined. Then, with the choice of the reference fraepested in Fig. 3.5, the
following equation, that allows to rotate the force vect@asured by the ATI sensor
in theith sensing module reference frame, can be written:

fS = (RéTI)TfATI (31)

wherefATH = (f8T! fAT! £ATHT is the vector that contains the force components
expressed in the AT sensor franfé, = (f¢ fy' ;)T is the vector that contains the
force components expressed in tHesensing module frame and the rotation matrix
R&T!is defined as

RS" =R (1/2) Ry (6), (3.2)

whereg; is the angle between thet| e X5 axes, positively defined for counter-
clockwise rotation about thent axis, that can be extracted from the 3D CAD model
of the mechanical support.

To collect data for the calibration of the sensor patch, agratpr carried out at
least two experiments for each sensing module, by usingtdlati object to apply
different external forces. In particular, the operator maguateracted with each
sensing module being careful to apply forces with companatdng all the direc-
tions, defined by the frame of the sensing module itself, aititl @amplitudes varying
from the value O N to the sensor full scale. For each expettinadirthe voltage varia-
tionsVs = (V' V5 V5 V;)T measured by the PTs belonging to the sensing module,
and the force component8™' measured by the reference sensor have been acquired.
Then, for each experiment the measufédl' have been rotated according to (3.1)
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in order to obtain the correct force componefits The collected data have been
divided in two sets: a training set used to identify the calilon parameters and a
validation set used to validate the accuracy of the caldmatWith these data two
phenomenological models have been calibrated and compared

The first model considers the force components as a lineabioation of the
measured voltages as

fe = (k3)TVs (3.3)
i = (k§)Tvs (3.4)
f7 = (k)Tg(v9), (3.9)

where the vector functiog(:) is the absolute value applied to each component of
the vectorVs and the three &« 1 vectorsky, ky andk3 represent the calibration
parameters to identify. Starting from the training set d#t@ese parameters have
been identified with a simple least square algorithm by tiwvgrEgs. (3.3), (3.4)
and (3.5), respectively, written for each point of the tiegndata set. Then, the
identified parameters have been used to evaluate the agaiithe calibration phase,
by computing the estimated force components for the vadidatata set, as

fe = k)Tvs (3.6)
o= (k§)Tve (3.7)
7 o= K)Tgvs), (3.8)

wherefg, ;' and T, are the estimated force values for ftiesensing module.
As second model fﬂw(‘) ANN operator has been considered, namely, forithe

sensing module
fS = fﬁlN(VS). (3.9

In particular, a standard two-layer feed-forward neuraivmoek, trained with the
Levenberg-Marquardt method, has been used to fit the toadtata. Dfferent num-
ber of neurons of the hidden layer for the ANN have been testad the solution
providing a good tradefbbetween the training error and complexity has been found
with 6 neurons. Thus, for each sensing module, an ANN witkdheharacteristics
has been trained and then its performance has been evalatesing the corre-
sponding validation data set.

The force components estimated by using both models have dmapared to
the measured ones. In Fig. 3.6, as an example, for a sensidglenihe estimated
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Figure 3.6: Force components for a training data set: X carapb(top), Y compo-
nent (middle), Z component (bottom).

force components are compared to the actual force compomeeasured by the
reference sensor, for a training data set, just to verifyctirevergence of the training
algorithm. Instead, Fig. 3.7 shows the accuracy of the klitm, by reporting, for
the same sensing module, the estimated and the measureddémnponents by using
the validation data set. The estimation appears satisfafioall force components
with both calibration models.

In order to evaluate the calibration performance in a qtetie way, a synthetic
index has been computed for each force component and fonadlels. The quality

index is defined as

N
o= 21260 - 720 (3.10)
i=0

wherek = x,vy, z indicates the force componem, is the number of samples&kS is

the force componerikt of theith sensing element ar@ the corresponding estimated
value. Figures 3.8 and 3.9 report the mean errors compufadeas (3.10) and evalu-
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Figure 3.7: Force components for a validation data set: Xpmmant (top), Y com-
ponent (middle), Z component (bottom).

ated for the entire 86 sensor matrix considering the two calibration approachbe
use of the calibration approach based on the ANN model pesvidbetter accuracy
for the shear force components for most of the sensing elesmieut, it introduces a
greater mean error for the normal force component. Moretiverbetter accuracy of
the ANN model is not enough to justify its computational cdexjty compared to
the linear model. By considering the full scales of each isgnslement, which are
+4 N for the shear components and 14 N for the normal compotieatnaximum
mean error is less than5Po.

Up to now, all modules have been calibrated one by one. ldstaausing the
same calibration parameters for all sensing modules, astghon a module located
in the middle of the patch, a degradation of the accuracy jeeted. To quantify
it, the linear model is adopted for all sensing modules amrdrésults are reported
in Fig. 3.10. The maximum mean error is less than 15%, whitheéslouble of the
former calibration approach, but using a significantly tes& consuming calibration
procedure. It is evident that for whole body applicationgpad trade f can be: the
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approach.

use of the first strategy (more accurate and time-consunforgarts (e.g., arms,
hands) where the interactions with the environment are naagyintentional; the
use of the second approach (less accurate but very timeegdor parts (e.g., torso,
legs) where typically only unintentional interactions @aeur. Table 3.1 provides a
comparison of the three calibration approaches. It refbeisnean estimation error
and the standard deviation for each calibration approaahpated considering the
36 sensing modules. The absolute accuracy of the shear cemigois less than
the one of the normal component, but taking into accountaheefrange previously
described, the relative accuracy results to be equivateralifthe force components.

The process needed to provide conformability to the desdrgensor has been
carefully designed and tuned in order to do not introduceifig@nt alterations to
the sensor characteristics, already studied for the rigitbp/pe of the tactile sensor.
Properties such as repeatability, hysteresis, time regpand signal to noise ratio
have been again analyzed with the same methodology repartektion 2.6.1 and
they result to be very close to those obtained for the rigidseprototype:

e sensitivity:~ 0.2N
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Figure 3.10: Estimation errors with the same calibrationrixor all sensing mod-
ules using the Linear Combination approach.

Table 3.1: Comparison of the three calibration approachésrins of mean estima-
tion error and standard deviation.

Mean error [N]

Standard deviation [N]

Approach ik | f | i | |
Lin. comb. 0.1469| 0.1657| 0.4139| 0.0363| 0.0460| 0.1052
ANN 0.1357| 0.1445| 0.4290| 0.0485| 0.0457| 0.1497
Lin. comb. (one calib. matrix] 0.3964| 0.2728| 0.7388| 0.1293| 0.1011| 0.2483

e repeatability errorx 6%
e hysteresis errory 10%

e response timex 0.001s

An important remark concerns the hysteresis error. Itddichvalue allows to use the
sensor information without introducing further compemrwatlgorithms diferently
from other solutions based on soft foam materials [77].
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CHAPTER

The forcétactile sensor as
Human-Machine Interface

How users will interact with robots of the future came out lod factories? This
is still an open question, certainly not through a keyboard a mouse or through
a heavy teach pendant. Someone say that speech will be tlegredeinteraction
modality, but some decades ago this was envisioned for tts®pal computers too,
and this did not happen. While, nowadays touchpads are liidanost widespread
interface of both PC’s and other digital devices, from sptashes and tablets to car
on board computers. Tactile interaction is becoming théepred way to provide
commands to our digital assistants and ask them to do samgetbi us. Imagine
that such a modality were available also for interactinghwiibots, then it would
be quite natural to command robots by simply touching thewh only for teaching
them new movements but also for asking them to carry out thie wge need in a
certain moment. Robots are 6-dimensional machines thamose themselves and
objects in their world, so simple touches might not be endaoghach them complex
movements or to ask them the large variety of tasks they dectalperform. More
complex haptic gestures could be needed and motion comnraspiscific directions
in space are surely needed to learn new movements.

4.1 Whatis a human-machine interface

To the aim of a close collaboration between humans and rdabetsise of human-
machine interfaces (HMI) is exploited to enable the peiiceptf the users, including
many of their important communication cues, such as speggdiures, head orien-
tation, and to allow robust interaction between the humathtae robot. A huge
number of HMI solutions exist and most of them exploit moranttone perception
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system (multi-modal perception). A large portion is camséid by vision-based sys-
tem[78, 79, 80, 81, 82, 83] in which the main drawbacks arbd#okground variabil-
ity, the bad lighting conditions and the computational tir@@mputer video camera,
Microsoft Kinect [84], RGB-D camera, is used to detect humastions, i.e., face
and hand gesture, head orientation, arm posture. Anothaltesrpart is constituted
by more complex systems in whichfidirent perceptional and communicative cues
are fused together in order to build multi-modal dialogumponents that enable the
robot to engage in task-oriented dialogue with their ugeesrore natural way. They
include systems for spontaneous speech recognition,-moltial dialogue process-
ing, and visual perception of a user, e.g., localizatioacking and identification of
the face and hand of the user, recognition of pointing gest[85, 86, 87, 88]. How-
ever, all the mentioned approaches uskedent sensors, i.e., vision camera or Kinect,
microphone, IMUs and they use computationally expensiaméworks to fuse the
data acquired from all the sensors and then take a decismnnt8grating such sys-
tems in a real-time task in which there is a physical collabon between the human
and the machine, represents, by now, an important challefwgéntuitive and very
fast way for interaction with people idfered by the tactile interaction. Haptic cues
can usually be interpreted very quickly as demonstrate@89n90] and tactile sensor
can be used to classify féitrent types of touch [91, 92]. The KUKA LWR+4has
been used in [93] for executing complex tasks in collaboratvith humans; switch-
ing between task segments and control modalities has beglermanted through
simple haptic gestures that the user had to apply to thedast tink, e.g., pushing
or pulling in a certain Cartesian direction. Such approaahdnly a limited number
of gestures due to the limited accuracy in the estimatioroofact force vector based
on the sole residuals. In case a distributed tactile map axaigable, the number of
haptic gestures could be greatly enlarged owing to the eistiof the captured infor-
mation, but still with a fast response. Imagine if a notebbké touch pad would be
available on one or more robot links, collaboration with Babcould become very
intuitive and complex at the same time. Imagine also thas#me device is able to
provide contact force vector estimates on many points, itt@uld be exploited also
to move the robot links not only for programming but also dgrtask execution to
dynamically reconfigure a redundant arm in a more naturalcanafortable posture
for the user. Naturally, a standard touch pad would not bialsiei for mounting on a
robot link since the rigid device would be damaged quitelypasithe first accidental
collision. Also capacitive touch pads are not easily camfable to curved surfaces
and cannot estimate contact forces.
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This Section shows how the fortactile sensor can be actually used as an in-
put device for sending commands to the robot, e.g., commianahanging control
modality or selecting a task to execute. fidient recognition methods, e.g., Finite
State Machine, Artificial Neural Network [94, 95], Hidden Mav Model [96, 97],
Features extrapolation [98], thatffldir in complexity and performance are described
in the literature [99], but most of them are applied to ir@réind camera systems.

In this thesis three algorithms have been designed takitmgaiocount the sen-
sor transduction principle and the sensor data collectidbhe first one is used to
recognize gestures that are applied with static contachers¢énsor surface, while,
the other two methods are used to recognize dynamic and rmarplex touch ges-
tures. The sensor provides 288 bytes corresponding to ttegecsignals of the 144
taxels. Starting from the idea behind the classic featuxésolation techniques,
different features are computed with the sensor raw data angdalthe complexity
of the gestures to recognize. Moreover, a suitable prepsiug stage and a classi-
fier have been proposed considering the specific featuraedlégr each recognition
algorithm.

4.2 Static gesture recognition

The first method is presented to simply show how the sensomirdtion can be ex-
ploited to recognize tactile gestures using a simple algori The sensor signals are
organized in a 1% 12 matrix corresponding to the sensor pressure map. Tl latt
is used as recognition feature. Since only a small set otigesthas been consid-
ered, a simple algorithm such as the dot product-based méog[100] is used to
recognize static tactile gestures. This can be achievedfiginlg an elementary set
of tactile gestures (codebook), i.e., a set of modalitigetch the sensor patch by a
human hand. A part of the selected set of tactile gesturepimted in the left side
of Fig. 4.1.

A tactile map corresponds to each tactile gesture that carfgresented with a
12 x 12 matrix constituted by the signals from all the taxelssthwecognition can
be performed by resorting to algorithms typically used foage processing applica-
tions. In fact, for each time instant a static represematibthe tactile map, i.e, an
image of 12< 12 pixels can be obtained by properly pre-processing theigezraw
data. In a pre-elaboration stage an image of boolean vedidear{d “1") is obtained
by thresholding the sensor voltage signals. Moreover, adliog box that contains
the detected gesture, depicted in the bit-map image as g @fotl” elements, is
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identified and it is translated in the upper-left corner & tlit-map image. The elab-
orated gesture can now be used in the recognition process; hethe 1441 vector
that contains the 12 columns of the bit-map image correspgno theith gesture

to be recognized ang the 144x 1 vector that contains the columns of the bit-map
image corresponding to the acquired tactile image. The dmtyzt is calculated as
in Eq. (4.1), and the result provides a likelihood measute/éen the vectors; and

y, i.e.,
144

S =) %Y (4.1)
=1

The highers, the closer (in the Hamming sense) the two vectors are anthtre
alike the corresponding gestures are. The dot productdbasegnition is by far the
fastest and easiest gesture recognition method and itéstalsecognize letters and
digits. However, this method is not universal, it will oftaave a problem separating
circles and squares, but this is the price for simplicity apded. In Figure 4.1 four
gestures and the corresponding tactile maps are shownurégdike vertical line,
horizontal line, line along the main and secondary diag@mal considered. It is
evident how the raw data provide a complete information attmicontact that occurs
on the deformable layer of the sensor.

4.3 Dynamic gesture recognition

Two different methods used to recognize dynamic gestures are fgeésenr the first
one, the pressure map obtained reorganizing the 144 taetikor signals in a 2212
matrix has been chosen as recognition feature, while, tt@nseone exploits the in-
formation about the force contact point in order to recogmmore complex gestures.
Figure 4.2 reports a scheme that highlights the traininglpip (right branch) and
the recognition pipeline (left branch). The sensor startpiaing the gesture applied
by the user as soon as a contact on the deformable layer gelbtd he gesture data
are collected until the contact ends. In order to make thegmition process inde-
pendent from the particular sensor contact area on whiclhyeékture is applied, the
data pass through a pre-elaboratimrmalization stage. The preprocessed gesture is,
then, compared to each gesture contained in a training bathvs preliminarily col-
lected. The gesture selection is made on the basis of a maxiikelihood criteria.
The pre-elaboratignormalization phase and the error index computation depand
the specific recognition feature used in each implementatiode

For the sake of completeness, the Nearest-Neighbor In&igoalgorithm [101]
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Figure 4.2: Schematization of training and recognitionepiges for haptic gesture
recognition.

(NNA) used in the recognition methods is briefly recalledobel Let consider a
generic interpolation algorithm in the following linearfo

)= > fp(x—K), VX =(x1,%,..., %) € RY, (4.2)
zeZA
where an interpolated valuifx) at some coordinatg in a space of dimensioq is
expressed as a linear combination of the samfil@evaluated at integer coordinates
k = (ki.ka.....kg) € Z9, being the value of the functiop(x - k) the interpolation
weight. Typical values of the space dimension corresporigdionensional images
(2D), with g = 2 and tridimensional volumes (3D), witlh = 3. In the specific
case when all coordinates vf= kg are integer, the following formulation can be
considered
fio = ) fuplko—k),  VkoeZ, (4.3)
zeZA

which represents a discrete convolution. On the basis adpkeific synthesis func-
tion ¢ used in the interpolation process, several interpolatigariihms that difer in
complexity and accuracy can be identified [102]. The Neakesghbor algorithm

59



is the simplest interpolation technique from a computaigoint of view used in
image processing for image scaling. The synthesis fun@isociated to it is the
simplest of all, since it is made of a square pulse. For siitplits expression for a
space of dimensiod = 1 is reported

1, if0<|x<05
#(X) = _ ) (4.4)
0, if05<|x

The main interest of this synthesis function is its simpficivhich results in the most
efficient of all implementations. In fact, for any coordinatevhere it is desired to
compute the value of the interpolated functifarthere is only one samplig that con-
tributes, no matter how many dimensiapare involved. The price to pay is a severe
loss of quality. The algorithm performs image magnificatigrpixel replication and
image reduction by sparse point sampling, and it derivgwritsary use as a tool for
real-time magnification.

4.3.1 Map-based recognition algorithm

For the first recognition algorithm the sensor tactile majtably adapted and elab-
orated, represents the recognition feature. As describ8edgtion 4.2, to each tactile
gesture corresponds a tactile map that can be represerited %4 12 matrix consti-
tuted by the signals from all the taxels. For each time iristatatic representation of
the tactile map, i.e, an image of ¥22 pixels can be obtained by properly processing
the acquired raw data and in a preliminary stage an image”adri@ “1” values is
obtained by thresholding the sensor signals. During theigieacquisition, maps ob-
tained in each time instant are element-wise multipliedth&tend, a representation,
in terms of an image of 18 12 pixels, of the route traced by the user finger on the
contact surface of the sensor is available. Given that tetuge could be generally
traced anywhere on the available sensor contact area,agieratiopnormalization
phase is necessary so that the recognition algorithm carepgyowvork independently
from that area. Starting from the map provided at the endeatiguisition phase, a
bounding box that contains the detected gesture (see Bjgdépicted in the bit-map
image as a group of “1” elements, is identified. The reducexyenwhich represents
the detected gesture, is rescaled in order to obtain a negeirma12x 12 pixels

by applying the NNA. The elaborated gesture can now be usédeimecognition
process. The decision is made by evaluating m error indexes obtained by com-
paring the elaborated gesture to thgestures, which are preliminarily acquired for
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Figure 4.3: Pre-elaboratifidormalization phase adopted for the first recognition
method.

m times, collected in the training set and choosing the gestarresponding to the
lowest error index. The error indexes are computed acogrdinhe Hamming dis-
tancé between the bit-map matrices. The described algorithm &as bummarized
with the pseudocode Algorithm 3.

Algorithm 3 Pseudocode of the Map-based recognition algorithm.
Require: 144 tactile sensor signals

Ensure: Recognized gesture

1: initialization

2: while TRUE do

3. TactileMap=extractTactileMap(sensorSignals)

4.  TactileMapr=TactileMap (element-wise sum)

5. if sensorNotTouchethen

6: ClippedTactileMapgetBoundingBox(TactileMap)

7 scaledTactileMapNNA(ClippedTactileMap)

8: for eachi-th gesture in the codeboao

9: Hj=compare(scaledTactileMap,codebgokin terms of Hamming dis-
tance)

10: end for

11: makeDecision(H)

12: clear(TactileMap)

13:  endif

14: end while

3The Hamming distance between two matrices of equal sizesisitimber of positions at which
the corresponding elements aréelient.
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4.3.2 Centroid-based recognition algorithm

The method of the previous section is able to recognize infécient way difer-
ent touch gestures, e.g., numbers, chars, geometric mesitHowever, the use of
a bit-map image as recognition feature does not allow tcridigcate the direction
with which the gesture is made, e.g., a line from left to rightl vice versa. This
second method intends to overcome this disadvantage @mrpglthe force contact
point provided by the sensor, which brings information @nig both the area on
which the touch gesture is applied and the direction withcllitiis traced. By prop-
erly processing the sensor raw data, it is possible to etith@ spatial coordinate
of the force contact point w.r.t. a reference frame fixed anttctile sensor (refer
to Sec. 2.6.2 for more details). Let defigeandgy as the vectors that contain tie
andy components of the contact point, respectively, whose speds on the time
needed by the user to trace the gesture on the sensor Sljffm:eouple(gx, gy) rep-
resents the gesture feature. The normalization stageckesdw/o successive feature
elaborations. First, the vectogs andgy are resampled exploiting the NNA in order
to produce a time-independent gesture feath‘g,g@). The latter is, then, normal-
ized to obtain a gesture feature independent from the artree glensor on which the
gesture is traced, i.e.,
t in At
g = w with i = x,y. (4.5)
maxg; — ming;

Figure 4.4 shows an example of a touch gesture feature hfierarmalization stage.
Figure 4.4(a) reports the touch gesture traced on the seodace, e.g., the number
1, while Figure 4.4(b) reports the gesture feature consitdreing the recognition
process. As in the map-based method, the decision is madeabyaéngn x m
error indexes obtained by comparing the elaborated gesiut®n gestures, which
are preliminarily acquired fom times, collected in the training set and choosing
the gesture corresponding to the lower error index. In thsecthe error indexes
are calculated as the Euclidean distance between the deaittine acquired gesture
(§X, §y) and thenxmfeatures contained in the codeb((@ik, g¢) with j = 1,...,nxm,
ie.,

| |
—% JZ 6K - 3k)° JZ &) - 5K)’ (4.6)

k=1 k=1

wherej = 1,...,nxmandl is the number of elements of the vectﬁ;gsandg}y chosen
in the resampling phase.
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Table 4.1: Confusion matrix of the dot product-based gestecognition algorithm.

Recognizefraced | Horizontal line | Vertical line | Main diagonal| Secondary diagonal

Horizontal line 86.6% 0.0% 6.7% 6.7%
Vertical line 0.0% 83.3% 8.3% 8.3%
Main diagonal 6.7% 8.3% 85.0% 0.0%
Secondary diagond| 6.7% 8.3% 0.0% 86.6%

The described algorithm has been summarized with the pseddcAlgorithm
4,

Algorithm 4 Pseudocode of the Centroid-based recognition algorithm.
Require: 144 tactile sensor signals

Ensure: Recognized gesture
1: initialization
2: while TRUE do
3: cp=extractContactPoint(sensorSignals) (as described iy [70

4.  if sensorNotTouchethen
5 resampledCPNNA(cp)
6: normalizedCRnormalize(resampledCP) (as defined in Eq.(4.5))
7 for eachi-th gesture in the codeboalo
8 E;=compare(normalizedCP,codebgptas defined in Eq.(4.6))
9 end for
10: makeDecision(E)
11: clear(cp)
12:  endif
13: end while

4.4 Algorithm assessment

In order to assess the recognition algorithms a set of 318 fida each gesture have
been performed by 20 performers and the performance issasb@s terms of the
recognition rate, namely ratio between the number of cdyreecognized gestures
and the total number of trials.

Table 4.1 reports a confusion matrix for the dot producedaalgorithm used
to recognize static touch gesture: a recognition rate higen 80% has been ob-
tained for each gesture. The algorithm results to be exisesimple, but it is able
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Table 4.2: Confusion matrix of the map-based algorithm.

Recognizeraced] a | b | ¢ | d | e
a 953% | 33% | 0.0% | 23% | 2.3%
b 33% | 933% | 27% | 6.7% | 9.7%
C 0.0% | 23% | 953% | 5.7% | 2.7%
d 13% | 1.0% | 0.7% | 853% | 2.3%
e 0.0% | 0.0% | 1.3% | 0.0% | 83.0%

Table 4.3: Confusion matrix of the centroid-based algarith

Recognizeraced] a [ b [ ¢ | d | e
a 1000% | 0.0% | 113% | 0.0% | 2.3%
b 0.0% | 1000% | 0.0% | 11.3% | 0.3%
(o 0.0% 0.0% | 860% | 0.0% | 2.7%
d 0.0% 0.0% 0.0% | 880% | 0.0%
e 0.3% 0.0% 27% | 0.0% | 947%

to recognize only simple gestures applied with static atiatan the sensor surface.
This characteristic represents a critical disadvantage limits the touch gestures
applicable with a human hand to the ones showed in Fig. 4.1.
Table 4.2 and Fig. 4.5 report the results for the map-baggatitim used in the
recognition of the dynamic touch gestures in terms of reitimgnrate and the set
of analyzed gestures, respectively. Let define the five ardlgesture aa for the
diagonal,b for the secondary diagonat,for the horizontal lined for the number 1
and e for the number 2. As said previously, the decision makingasinfluenced
by the direction with which the gesture is traced on the sesisdace, so, a diagonal
traced from the upper-left corner to the bottom-right coofehe sensor is equivalent
to a diagonal traced from the right-bottom corner to the wbgle corner and both
are recognized as gestueln order to demonstrate it, the performers have executed
the tests tracing the gestures into the two directions asrshm Fig. 4.5 by the red
arrows. The same analysis has been carried out for the @bhimeed algorithm.
Table 4.3 and Fig. 4.6 report the confusion matrix and thdyaad gestures. Let
be a the diagonal traced from the upper-left corner to the bottight corner,b the
diagonal traced from the bottom-right corner to the uppérdorner,c the horizontal
line traced from left to rightd the horizontal line traced from right to left amdhe
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(d) Number 1. (e) Number 2.

Figure 4.5: Gestures analyzed for the map-based recogritimrithm.

(a) Diagonal from Upper-Leftb) Diagonal from Bottom{c) Horizontal line from Left
corner to Bottom-Right corRight to Upper-Left corneto Right.
ner. corner.

HEEEEE wdld
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(d) Horizontal line from Right (e) Number 1.
to Left.

Figure 4.6: Gestures analyzed for the centroid-based nétomy algorithm.
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number 1 traced from left to right. It is evident, from the fimion matrix reported
in Table 4.3, that the algorithm is able to discriminate tiveation of the gesture.
In order to evaluate the dependency of the algorithm on teeifip performer, the
standard deviation of the recognition rate has been cordmarsidering the results
obtained with the 20 performers for each gesture followiag &.7)

19 :
O'h:[NZ(Ri,h—Mh)Z] , h=ab,..., (4.7)
i=1

whereN is the number of performer®; , is the average recognition rate achieved
by theith performer for theéhth gesture angy, is the average recognition rate tath
gesture achieved by all performers computed as

N
1
Mh:N;Ri,h, h=ab,.... (4.8)

The results are reported in Fig. 4.7. The centroid-basedrittign shows a higher
recognition rate for both simple and complex gestures, diagonals and numbers,
and it is proven to be more independent from the codeboolkngrelrily acquired.
Moreover, given the discrete nature of the features inebivethe recognition pro-
cess, i.e., the bit-map image and the coordinates of thecbpbint depends on the
spatial resolution of the sensor, gestures such as hoailziimts, in some cases, are
bad recognized for the fiiculty to trace a really straight line. Finally, the low vadue
of the standard deviations compared to the high value ofitbage recognition rates
demonstrate that almost all algorithms are fairly indegendrom the performers.
The centroid-based method is totally independent from #réopmer for the diag-
onal gestures that result easy to recognise, i.e., thoseaniD0% recognition rate.
This feature is quite important since it allows the algorithto be usedfectively
without any special training of the user.
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Figure 4.7: Assessment of algorithm sensitivity to the quaner; average and stan-

dard deviation of gesture recognition rates for the varieigomers (see Egs. (4.7)
and (4.8)).
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CHAPTER 5-

The forcetactile sensor for physical
Human-Robot Interaction

The same device used so far to recognize haptic gesturesecaddpted as a dis-
tributed force sensor to handle both intentional and uniigaal contacts. In both
cases, the accuracy in the detection of the contact foreetain is crucial for en-

suring a safe interaction with the human operator. In apptios where the contact
is intentional (advanced programming methods, interactiith the environment,

manipulation), contact points are typically located onlthks and an accurate esti-
mation of both the location and contact force vector is nddde a proper motion

of the robot, e.g., allowing the user to move the robot linksi@ specific Cartesian
directions and improving the intuitiveness of the collattimn. For handling unin-

tentional collisions on other parts of the robot body a manegh information on

contact location, but an accurate detection of the diradsaneeded for ensuring a
safe behaviour of the robot, i.e., quickly moving the armyfmam the operator who

touched the robot.

5.1 Comparison between direct and indirect contact force
sensing on a real robot

The aim of this section is to provide a validation of the caltlon procedure de-
scribed in Section 3.3 by testing the fofteetile sensor when mounted on a real
robot as well as a comparison with two indirect techniquespset by KUKA robots
for providing information about the external forces exéra the manipulator rigid
links in terms of the estimation accuracy of the force vechomparticular, the more
accurate, even though time consuming, calibration praeetas been selected for
comparison purposes. A KUKA LWR4and a KUKA iiwa have been used for the
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estimation accuracy analysis. In both cases the sensonigected to an acquisition
board with a flat cable long enough to avoid to install it on ribieot and the sensor
voltages are acquired through the “scanning strategy”ilddtin Section 2.4. The
board sends over a USB connection the acquired raw data torarf@g a sensor
library (see Section 7 for detailed information) for intaing with the data acquisi-
tion board. The sensor library is able to provide, on thedbakthe sensor voltages,
the estimated force vectors applied to the 36 sensor madukegontact points and
the contact frames. The information are sent via a UDP sdokatsecond PC used
to execute the robot control algorithm.

5.1.1 Residual-based method

In the first comparison the KUKA LWR#4 is considered. Two sensor patches are
installed on the robot, one on the enfieetor and the other one on the third link
(see Fig. 5.1). Several times, a force is applied by an opetatthe forcg¢tactile
sensor on a single contact point while the robot is fixed invargjoint configuration,

so as to allow a fair comparison with the contact force eggohasing the residual-
based method proposed in [103]. For the sake of completerash approach is
briefly illustrated below. Consider the robot dynamic modellecting joint friction
torques,

M(@3d+C(@.9)q+9(Q) =7+ Text (5.1)

whereq € R’ is the vector of the generalized coordinatik(q) is the symmetric,
positive definite inertia matri>xC (q, q) is the matrix of Coriolis and centrifugal terms,
g(q) is the vector of gravity torques; is the vector of control torquesey is the
vector of torques due to external contact forces acting enrdibot. The contact
force estimation has been computed considering an appateidynamic model of
the KUKA LWR 4+ robot by neglecting friction torques.

By defining the generalized momentum of the robot as

p=M()q (5.2)

the residual vector € R’ can be expressed as

t
r=Kifp- [ (r-cT@aa- 9@ +r)as). (5.9

with rli—o = 0 andK, a diagonal positive definite matrix. From Egs. (5.1) and)(5.2
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(b) The sensor patch installed on the third link.

Figure 5.1: The forg#actile sensor on the KUKA LWR-4.
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the dynamic of can be expressed as
f‘ = K| (Text_ r) . (5.4)

By choosing a gairK, large enough, assuming perfect knowledge of the dynamic
model parameters, the asymptotic solution of (5.3) is

r = Text- (5 " 5)

If F € R3is an external force applied to a generic point of the robat 3u(q) is
the 3x 7 Jacobian matrix associated to the contact point on thetrti® external
torques, and thus the residual computed as in Eqg. (5.5)ekted toFy as

Text = JI (q) Fk. (5-6)

By solving Eq. (5.6), the component of the contact force megbt laying in the null
space oﬂI(q) can be computed as

Fe= (90 @) 7o (5.7)

where(JI (q))# is the generalized inverse of the Jacobian transpose.

The first experiment involves the foytactile sensor installed on a AT/ FMini45
sensor mounted on the robot enfieetor. The force measured with the ATITF
sensor has been used as ground-truth. Figure 5.2 reportsothponents of the
force measured with the two sensors and the force compoestiteated with the
residual-based method, while Table 5.1 reports the meansetomputed by means
of Eqg. (3.10). By observing the maximum value measured vii¢hréference sensor
for both the shear and normal components, the mean errdrdaacttile sensor is less
than the 5%, while for the force estimated with the residuathad it is about 30%.
The force estimated with the residual-based method islglezss accurate than the
force measured by the tactile sensor. The greater estimatior likely depends on
the use of an uncertain and approximate dynamic model élaila the KUKA FRI
Library.

The second experiment involves the fgtaetile sensor installed on the third link
of the KUKA LWR 4+. In this case study, the force measured with the proposed sen
sor has been compared only with the force estimated withetsidwal-based method
since it was impossible to install the ATl sensor on the rdismdt. The results are
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Table 5.1: Estimation errors with respect to the ATT Mini45 sensor expressed in
Newtons.

Sensor | feerr | fyerr | ferr
Tactile sensonf 0.1412| 0.1136| 0.5721
Residual 1.1818 | 0.7100 | 4.9900

reported in Fig. 5.3, where large errors on the residuatdasstimation of thex
component of the contact force are experienced. This isyemgblained since the
x axis of the base frame, in which the force vectors are expdedges along the
direction parallel to the third, which is in a configuratiomch that in this direction
external forces are balanced by the mechanical structutieechrm and not by the
joint torques. Also thes component is not perfectly estimated by the residual-based
method even tough this component does not belong to the padkesof the Jacobian
transpose. From a safety point of view, this is a nice featifirthe forcétactile
sensor, since it allows the robot to detect contacts thatatdre detected by the other
method. Moreover, since the sensor provides a direct measunt of the contact
force, its installation on dierent parts of the robot structure does nt¢et the esti-
mation accuracy. Dierently, as reported in [104], the closer to the robot basieeis
contact point, the greater is the error of the residual egton. Moreover, if three ore
more contacts occur on the structure of a robot with seveassrlDOF it is not possi-
ble to estimate the corresponding external forces, butjémtmation on the external
joint torques can be obtained. On the other hand, if a speaifidication required
a higher full scale range for the tactile sensor the mechhstcucture of the latter,
e.g., the deformable layer, would have to be redesigned img @ssilicone with a
higher shore hardness. This issue does fietathe residual-based method since the
full scale of the estimated residual depends on the limitthefrobot structure and
Sensors.

5.1.2 Joint torque sensor-based method

In the second comparison the KUKA iiwa is considered. A sepsich is installed
on the third link, while, an ATl FT Sensor Mini45 is mounted on the robot end
effector as show in Fig. 5.4. The KUKA Sunrise.Connectivity ERirary allows to
obtain information about the external joint torques raldtea contact force applied
to the robot structure by simply calling a software routirfguch data is provided
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(b) The ATI HT Sensor Mini45 installed on the endector.

Figure 5.4: The forgiactile sensor on the KUKA iiwa.
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on the basis of both the joint torque sensors measuremeathamknowledge of the
commanded joint torques. Suppose that the robot has rigitsj®o as to simplify the
system model by neglecting the elastic dynamic relateddd<tbiKA iiwa actuators.

If TmeasiS @ 7x 1 vector that contains the seven measured joint torquesrapd

is a vector 7 1 that contains the seven commanded joint torques, thetmigties

corresponding to an external contact can be simply obtaased

Text = Tmeas— Tcom (5-8)

In the hypothesis that one external contact is applied todbet and that the contact
point p is known, an estimation of the force vectBi can be computed with the
following equation

'E\k = (JI)#Text- (5.9)

where Ji is the 3x n Jacobian matrix computed in the point where the fdfgés
acting on the robot. Note that the estimate will be limitedmty those components of

Fk that can be detected by the external toques. In particllfmrees Fy € N(JI(q))

will not be recovered iffFy. As reported in [103], Eq. 5.9 can be extended to the case
of multiple simultaneous contact points. On the basis obtigervations reported in
Sec. 5.1.1, let consider two contact forcks=(1, 2) acting on two dterent contact
points p; and p,. Then, the equation become

[ % ]= (91(@I3(@) Tex: (5.10)
As before, the estimation will be intrinsically limited toe components of each con-
tact force not lying in the kernel of the respective Jacolianspose.

Again, a force is applied by an operator to the robot strecand the measured
force is compared with the contact force estimated usingdimt torque sensor-
based method described above. In the first experiment, tied s been position
controlled commanding a constant joint trajectory (joiatocitiesd = 0), so as to
considered a static condition. Figures 5.5 and 5.6 reperttimparison results. In
the first part of the experiment contact forces alonfjedént directions are applied
to one point of the robot structure, first on the robot efidaor, then, on the for¢ge
tactile sensor (from 0s to 41s). On the basis of the accunftemation of the point
where the external force is acting, which is provided by thredtactile sensor, the
Jacobian computed in the contact point can be calculatedh&neixternal force has
been estimated by Eq. (5.9). In the second part of the expetiffrom 41 s to 60s),
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Table 5.2: Estimation errors with respect to the ATT Mini45 sensor and to the
forceitactile sensor expressed in Newtons.

/ t<=41s t>41s

Contact point| fyerr | fyerr [ ferr | fierr | fyerr | ferr
End efector | 0.1310| 0.1041| 0.1182 | 0.9870| 0.1166 | 0.8861
Third link 0.2956 | 0.3947 | 0.5084 | 1.8266 | 1.0903 | 2.1195

a multi-point contact is considered. Several forces ardiegppo both the robot end
effector and the forgeactile sensor at the same time and the external forcesgactin
on the two points have been estimated by using the extendeuifation reported in
Eqg. (5.10). As expected, the estimation of the forces appbethe end fector is
more accurate than the estimation of the forces appliedetodbot third link, since
the seven measured joint torques are all used in the estimptbcess. Although,
a degradation in terms of the estimation accuracy has besenad when a force
is simultaneously applied to two contact points. Table &forts the mean errors,
which have been computed by means of Eq. (3.10), betweerxtbmal forces es-
timated with the joint torque sensor-based method and theoseneasurements for
both the end #ector, using the ATI A Sensor Mini45, and robot third link, using
the forcetactile sensor.

In the second experiment the forces applied to the two coptants are used to
move the robot according to the force direction in a task ofmah guidance. Fig-
ures 5.7 and 5.8 show the results. As in the previous expatjnrethe first part a
force is applied to a single contact point, then, the operatts simultaneously on
the robot end &ector and on the third link. This time the estimation accyralbo-
tained with the joint torque sensor-based method are veny ghae to the high noise
affecting the torque measurements during the robot joint mewtsn Moreover, the
use of a simplified model, which neglects the elasticity & tbbot joints, signifi-
cantly dfects the estimation procedure. This analysis encouraga#),ahe use of
a dedicated distributed fortactile sensor in robotics applications where an accurate
measure of the magnitude and of the direction of the extdntataction force is
needed.
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CHAPTER 6-

The control strategies

The sensing capabilities of the foytactile sensor can be used in a wide range of
robotic applications. In this thesis, two standard corgtcdtegies have been imple-
mented, in order to highlight all sensor capabilities. Imtipalar, both the cases of
intentional and unintentional contacts have been cormitlefn the case of inten-
tional contacts, the forces measured by the sensor are asedriually guide the
robot through multiple contact points. In the case of umtitmal collisions detected
by the sensor, the measured forces are used to achieve aaetiem strategy.

6.1 Admittance control

The choice of admittance control is motivated by the safejuirement to ensure a
robot motion in the Cartesian space coherent with the dinectf the forces applied
by humans. Two contact points are considered: gpe (R3) is located on the robot
end dfector and the otherp, € R3) is located on link 3 of a 7-DOF robot. Let
f. € R3andf, € R® be the corresponding contact forces.

The robot control law is a standard position control in thatjgpace, which al-
lows to track a suitable reference joint trajectopyt) € R’. This reference trajectory
is computed according to a multi-priority algorithm for nuah guidance or accord-
ing to a collision reaction algorithm, depending on the nitagle of the sensed force
fp, i.e.,

manual guidance,if ||f || < fin,
q:(t) = { (6.1)

collision reaction, if ||f || > fin,
being fy, > 0 a suitable threshold.
In the case omanual guidanceq,(t) is computed on the basis of suitable dy-

namic relationships, or admittances, between the sensgdatdorces and the dis-
placements of the contact points, as explained below.
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For a generic contact point,, with ¢ = e, b, the reference acceleratiqn,,,”
velocity p;, and positionp,, are computed from the forcle, measured in the contact
point by integrating the admittance equation:

bc,r = Mgl(fc - Dcpc,r)’ (6.2)

whereM¢, D. € R3 are suitable positive definite matrix gains, with the megrih
mass and damping respectively. In other words, the quesifiti., p.,, P, represent
the desired compliant motion of a virtual body located anhppj with massM. and

dampingD. under the action of the contact forég.

Since the two contact points belong to the same kinematimckizeir motion
cannot be assigned arbitrarily and conflicting situatiorsy mccur. These conflicts
can be managed by the control through a suitable task pristriategy. Depending
on the specific situation, the motion of one of the two conpeitts is considered as
the main task, while the motion of the other point is con®desis a secondary task.
Only the motion components of the secondary task that areardticting with the
main task, i.e., those projected in the null space of thehlanmf the main task, will
be executed.

The main task can be defined, for example, at the point whitbushed first.
Therefore, when the human applies a forfceto the end &ector (pointp,) first,
and then applies a forcg, to the robot’s body (at poinp,), the latter will cause
a reconfiguration of the robot’s body that does nffee the motion ofp,, which
depends only orf,. Vice versa, if the human applies first a forEgto the robot’s
body at pointp,, then the motion of poinp, will depend only onf, also in the case
that another force will be applied at the erfiketor.

The tasks priorities are managed with the Null Space-bassthBoural ap-
proach [105, 106, 107, 108] and they are handled at kinerteatit in the joint space
through IK (inverse kinematics). The joint space referemceeleratiorg,(t) can be
computed as

6 = I8(re— Jett) + IE3ety + (1 - IEI[If(ro - o) - D). (6.3)

whereJ is the generalised inverse of the robot efié@or Jacobiad, € R¥, J
is the generalised inverse of the contact point Jacobiga R>7, (I — J£J¢) e R/
is the null space o8, D € R™ is a positive definite matrix with the meaning of a
virtual damping, while the resolved acceleration vecigre R3, with ¢ = e b are
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computed as
re = Per + Ka(Per = Jcr) + Kp(Per — Ke(ar)), (6.4)

beingky, kp strictly positive gains. The reference vect@s, ., andp., are com-
puted using the admittance equation (6.2), while the vekt6g,) is the contact
point position computed fromg, using the forward kinematics mappingg(q,), with
c=¢b.

Equation (6.3) assumes that the motion of pqithas higher priority with respect
to the motion of pointp,. The change of priority can be achieved using the same
equation, by replacing the subscriptwith the subscripth and viceversa. Notice
that, when the Jacobians are close to a singularity, higt giceleration and speed
can be generated yielding high tracking errors and possiblygerous situations.
To mitigate such #ects the generalised inverse can be robustly calculated tise
damped least squares pseudo-inverse, with the methodsgopo [109]. The same
admittance strategy can be also used to manage unexpetisions, i.e., acollision
reactionwhen the thresholdy, in (6.1) is overcome. In this case, a safe reaction is
commanded to the robot according to the following criteridrhe primary task is
interrupted and a motion of the detected contact point issantded still according to
the admittance equation (6.2), ut. and D are suitably selected so as the reaction
time and the magnitude of the repulsive acceleration gémerguick reflex motion
of the robot. In particular, the point where the collisiorditected by the sensitive
skin, moves in the same direction of the applied force. Hetiwe reference joint
space acceleration becomes

G = IE(Per = JoCr + ka(Per = Joth) + Ko(Per — Ke(a)))- (6.5)

In turn, the reference joint space trajectagy(t) in (6.1) can be computed by
integrating (6.3) for manual guidance or (6.5) for collisiceaction. Notice that,
since the Jacobiad. has null columns from 4 to 7, the accelerations of the joints
from 4 to 7 computed using Eq. 6.2 are null. Therefore, theesponding robot
links freeze just after the collision.

6.2 Control law stability

To the author’s best knowledge, the literature does notigeoan analysis of the sta-
bility of a kinematic control law for redundant manipulatzased on a second-order
Closed-Loop Inverse Kinematic (CLIK) algorithm. In [110j& authors describe a
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CLIK algorithm to control a robot manipulator and they repibie theoretical anal-
ysis of the algorithm convergence on the basis of a Lyapumgunaent. However,
the algorithm convergence has been demonstrated by cadngide non-redundant
six-joint manipulator. Starting from the work presentedidl], in which spatial
impedance control with redundancy resolution has beenisenresl, this section re-
ports an analysis of the control law stability describedéc.$5.1.

Let consider the control law

O = Jg(Qr)(re - J(qr)qr) + dn, (6.6)

where Je is (6 x n) Jacobian matrix relating joint velocitieg to the velocities of
the end &ectorve, with n equal to the number of the robot joints. Premultiplying
both sides by, given thatve = Je(q,)G, + :]e(qr)qr and observing thaleJ? = I,
Jed, = Oyields

Ve = Te, (6.7)

that is a resolved endfector acceleration that can be computed with the CLIK al-
gorithm as in (6.4). The null-space joint acceleratignshave to be chosen so as to
ensure stabilization of the null-space motion.

Consider the matrixl(— J%J¢) projecting a vector in the null space &§. Then,
let

en = (I = J&(a)Je(a ) - &) (6.8)

denote the null-space velocity error wherés a joint velocity vector which is avail-
able for redundancy resolution. The goal is to makesymptotically converge to
zero. Taking the time derivative of (6.8) and using (6.6¥githe null-space dynamics

& = (I = JHA)IA)G — #) — (JE(A)Ie() + I Iela))r - &) (6.9)

wherejﬁ is the time derivative 08%. Consider the Lyapunov function candidate
1s
V= Ee” €n. (6.10)
Computing the time derivative of (6.10) along the trajeie®iof system (6.9) yields
V=€~ ¢a— Jedely - &), (6.11)

where the dependence gp has been droppedioand the following identities have
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been exploited

gJi=0" (6.12)
en(l - J8Je) = €. (6.13)

Let choose _
¢n = (I = I (7 — IEJe(y — §) + Den) (6.14)

whereD is a positive definite matrix. By combining (6.11) and (6.$#®lds

V= ey~ I3ely - &) — ¥ + IJely — &) - Den+
+ 3836ty - I3e(y - &) + Den) (6.15)
= —el De, <0,
where the identity 6.12 has been used again. It can be cattlticht the choice
(6.14) gives a negative definitewith a positive definiteD, and thuse, — 0 asymp-

totically. With the choice of sucl,,, by consideringy = 0, the joint space reference
acceleratiorg,'become

G = J&(re - Jety) + IEJety, + (1 — I8 [If(ro - Jvey) - DG . (6.16)
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CHAPTER

The integration on redundant
manipulators

The author worked on the integration of the proposed ftaicéle sensor on four
7-DOF robots of dferent brands. The robots chosen for this scope are:

e a KUKA LWR 4+ kindly provided by the PRISMALab of the Universita di
Napoli Federico Il

e a KUKA LWR 4+ kindly provided by the Dynamic Human-Robot Interaction
(DHRYI) laboratory of the Technische Universitat Minchet )

e a KUKA iiwa kindly provided by the PRISMALab of the Univeraidi Napoli
Federico Il

e a YASKAWA SIA5F provided by DIl of the Seconda UniversitaglieStudi di
Napoli (SUN)

In all the cases, it has been shown that the technigue usedttlithe sensor on

a robot link, which was described in Section 3.2, resultsa@b dfective, reliable
and quick solution. As shown in Figure 7.1, the sensor haidydaeen conformed

to the surface of the four robots. The fofteetile sensor has been exploited in the
execution of many collaborative and safety tasks, i.e., uahguidance, intuitive
programming, collision detection and reaction. In thedwihg sections, a brief
description of the HWSW architectures and the system interfaces used with thie fou
robots are reported.
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(d) YASKAWA SIA5F at DIII of the SUN.

Figure 7.1: Forcgactile sensor installed on the redundant robots.
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Figure 7.2: Communication protocol between the sensorisitign board and the
PC.

7.1 Sensor SW drivers

As explained in the first part of this thesis, the fgtaetile sensor provides 4 voltages
for each sensing module and, then, it provides 144 voltagyes patch of 36 sensing
elements. On the basis of the adopted scanning strateggcthgsition board ex-
ploits 12 A'D channels with a resolution of 12 bit to digitize the 144 agh signals.
The acquisition board chosen to digitize the sensor valtégythe STM32F3 Discov-
ery board, provided by STMicroelectronics, based on a STR832RM Cortex-M4
microcontroller. It is constituted of a 32-bit CPU with a ckofrequency of 72 MHz,
a FPU unit, a 12-channel DMA controller and 1@*channels with a maximum res-
olution of 12 bits. The digitized data (288 bytes) are sertiigh an USB connection
to a PC with a simple communication protocol (see Fig. 7.2h& maximum fre-
quency of about 150 Hz. The PC sends the ehtarthe acquisition board and, then,
it receives the 288 bytes corresponding to the digitizethgel signals. To support
the data acquisition and the data elaboration two softwaverd have been devel-
oped. Firstly, a @+ Sensor Library for both Microsoft Windows and Linux O.S.
has been developed and tested with the KUKA LWR¢hd KUKA iiwa provided
by PRISMALab. Secondly, a sensor driver compliant with tf@3R specifications
has been developed in order to make available the data pabVid the sensor to a
generic robotic system. Latter has been tested with the KWWR4+ provided by
TUM and with the YASKAWA SIA5F available at DIll. The sensorivkrs are able
to

e communicate with the acquisition board,
e compute the signalsfiset,

e provide the sensor Tactile Map,

4The Robot Operating System: hifjaww.ros.org
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Figure 7.3: Sensor reference frame: rigid sensor.

Es:‘

j-th robot link

2.8

Figure 7.4: Sensor reference frame: conformable sensor.

e compute the contact point and the force vector applied th sansing module
w.r.t. the sensor reference frarBigreported in Figs. 7.3 and 7.4,

e estimate the contact point(s) and the net force(s) appiiedmpact area(s),
e recognize touch gestures applied on the sensor surface.

On the basis of the specific control system and communicatterface available
with each robot a proper system architecture has been defimketested.

7.1.1 G++ sensor library

This section is aimed at providing a clear documentatiorufpsrt the G-+ Sensor
Library, by describing in detail all library methods. Thbrkry has been developed
for both Microsoft Windows and Linux O.S. in order to have & ftompatibility
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Skin Library

UDP socket ‘
Read skin app ‘ Sec. thread

Control app

Figure 7.5: G-+ Sensor Library SW architecture.

with such robotics systems that exploit Ethernet based aamwation interface, e.g.,
KUKA LWR4 + and KUKA iiwa FRI Library. To work correctly with the two O.S.
the C++ Library uses dierent support libraries for the serial and socket communi-
cation. In any case, the Linux version needs thaBbestlibrary has been correctly
installed. Note that the serial communication under Linu$.(has been found to
be more reliable than the serial communication under Maftddindows O.S.; with
Windows O.S. dferent errors during the data acquisition were observed.athei-
sition board provides the data of a skin patch of 36 sensemehts with a maximum
frequency of 150Hz. Since most of the control algorithmsdnadaster execution
frequency, the SW architecture reported in Fig. 7.5 has bhesen. Thé&readSkin
application communicates with the acquisition board bygishe G-+ Sensor Li-
brary. It sends the sensor information, e.g., Tactile Map, three components of
the force exerted on the 36 sensing modules, contact ppin®ognized gesture,
through an UDP socket to ti@ontrol application. The latter uses a secondary thread
to asynchronously acquire the UDP packet. The data are iasghin a customized
data structureskin_socket_structhat contains:

e skinTypeinteger value. It can be equal to RIGID_SKIN (0) or CONFORMA
BLE_SKIN (1)

¢ calibrationMethod integer value. It can be equal to NOT_FINE_CALIBRATION
(0) or FINE_CALIBRATION (1)

e tactileMap a 12x 12 matrix of float values. It contains the voltage signals of
the 36 sensing modules organized in a matrix ok112 elements

e fX_modulesa 6x 6 matrix of float values. It contains the x-component of the
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force vector applied to the 36 sensing modules organizecdhiataix of 6x 6
elements

fy_modulesa 6x 6 matrix of float values. It contains the y-component of the
force vector applied to the 36 sensing modules organizedmatax of 6x 6
elements

fz_modulesa 6x 6 matrix of float values. It contains the z-component of the
force vector applied to the 36 sensing modules organizedmatax of 6x 6
elements

fx_resultant a vector of 36 float values. It contains the x-component efrtét
force(s) applied to the connected component(s) detectdabitactile map (the
number of the detected components can dynamically changes)

fy_resultant a vector of 36 float values. It contains the y-component efrtét
force(s) applied to the connected component(s) detectdgtitactile map (the
number of the detected components can dynamically changes)

fz_resultant a vector of 36 float values. It contains the z-component et
force(s) applied to the connected component(s) detectdabitactile map (the
number of the detected components can dynamically changes)

contact_pointsa 36x 6 matrix of float elements. It contains the:

— x-coordinate of théh compact centroid in the elemeardntact _pointsJi][0]
— y-coordinate of théth compact centroid in the elemergntact_points[i][1]
— z-coordinate of théth compact centroid in the elemartntact_points]i][2]

— ¢ angle (in XYZ Euler angles representation) of the referdrname re-
lated to thd compact centroid in the elemetintact_points]i][3]

— # angle (in XYZ Euler angles representation) of the referdrame re-
lated to thd compact centroid in the elemetintact_points]i][4]

— ¢ angle (in XYZ Euler angles representation) of the referdrame re-
lated to tha compact centroid in the elemetintact_points]i][5]

numContactsinteger value. It is equal to the number of the detectedamint
regions.

recogGestureinteger value. It is equal to an integer identifier asseddb the
recognized touch gesture.
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The G++ Sensor Library has been implemented astaClass. In Figures 7.6
and 7.7 the Class Diagrams for the Microsoft Windows and x.iversion, respec-
tively, are reported. They filer for the attributes used to establish the serial and
socket connection. In Appendix A the library, the methodd #reir inputoutput
parameters are described.

7.1.2 A ROS-based sensor driver

The C++ Sensor driver described in the previous section resulteeta bomplete
communication interface for the proposed tagfilece sensor. It provides simple
sensor information, e.g., tactile map, or more complex@eimformation, e.g., rec-
ognized touch gesture, that allow to use the sensor in theuéra of diferent type
of robotics tasks, i.e., manual guidance, intuitive pragrang. However, the sensor
data are sent through an UDP connection that needs, in deaerathernet Switch
where the robot control cabinet, the PC used to control thetrand the PC used
to acquire the sensor data are connected and, often, wai-triodifications to the
control algorithm code. In general creating robust, gdrgrgpose robot software is
very hard. In the last five years the community of robotics emthputer science re-
searchers worked on a flexible, distributed and modulardwonk for writing robot
software, namely Robot Operating System (ROS). ROS is aatah of tools, li-
braries, and conventions that aim to simplify the task otingg complex and robust
robot behavior across a wide variety of robotic platformbe Qistributed and mod-
ular nature of ROS encourages the integration of softwardutes developed by
researchers that work onftéirent robotics topics that, this time, becomes faster and
easier. Given that the idea is using the fgtaetile sensor with heterogenous robotics
system a sensor driver compliant with the ROS specificatiass been developed
following the same software requirements using in the aesfghe Cr+ Sensor Li-
brary described before. Figure 7.8 reports a schematizatisghe ROS nodes net.
The ROS driver network consists of four nodes, dedicateddalata acquisition and
elaboration, and four ROS topics. The nodes involved in tita dlaboration are:

e skin_serialis the main node that acquires the sensor data. It commaesicat
with the sensor through an USB interface: the data are &enesf with a bau-
drate up to 921600 bps. The binary values of the sensor sigmalproperly
converted in 144 voltage signals and the latter are puldisheéheraw_data
topic with a maximum frequency of 150 Hz. A reorganizatiorttaf data in a
12x 12 matrix allows to obtain a distributed map of the presspmiad on the
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Skin

- offsetMap: float[12][12]

- gesture: int[12][12]

- g_cp1: vector<float>

- g_cp2: vector<float>

- gesture_thr: float

- stop_gesture: int

- gesture_timelst: int

- si_other: struct sockaddr_in
-5 int

- skin_sensor: skin_socket_struct
- calibrationMethod: int

- skinType: int

- gestureType: int

- normalizationMatrix: float[12][12]
- pressureMap: float[12][12]

- calibrationMatrix: float[3][4][36]
-cTmod: float[4][4][36]

- gestureDB: gestureStruct

- gestureDB2: gestureStruct2

- COMport: string

- SP: Serial*

+ Skin( int skin_type, int calibration_method, int gesture_type, char* ip, int
|port) : void

+ setCOM( char* port) : void

+ connect( void) : void

+ disconnect( void) : void

+ getNormalizationMatrix( void) : void

+ update( void) : void

+ removeOffset( int numSamples) : void

+ getForces( float fx[6][6], float fy[6][6], float fz[6][6], float V[12][12] ) : void
+ findCompact( int y_comp[36], int x_comp[36], int* index, int Mret[6][6], int
IM[6][6], int xi, int yi) : void

+ getResultantForces( float Fx[36], float Fy[36], float Fz[36], float
lcontactPoints[36][6], int* numContacts, float fx[6][6], float fy[6][6], float fz[6]]
6] ) : void

Figure 7.6: Skin Class diagrams: Windows O.S. version.
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Skin

- offsetMap: float[12][12]

- gesture: int[12][12]

- g_cp1: vector<float>

- g_cp2: vector<float>

- gesture_thr: float

- stop_gesture: int

- gesture_timelst: int

- skin_socket: int

- skin_sensor: skin_socket_struct
- calibrationMethod: int

- skinType: int

- gestureType: int

- normalizationMatrix: float[12][12]
- pressureMap: float[12][12]

- calibrationMatrix: float[3][4][36]
- cTmod: float[4][4][36]

- gestureDB: gestureStruct

- gestureDB2: gestureStruct2

- COMport: string

- portDescr: int

+ Skin( int skin_type, int calibration_method, int gesture_type, char* ip, int
Iport) : void

+ setCOM( char* port) : void

+ connect( void) : void

+ disconnect( void) : void

+ getNormalizationMatrix( void) : void

+ update( void) : void

+ removeOffset( int numSamples) : void

+ getForces( float fx[6][6], float fy[6][6], float z[6][6], float V[12][12] ) : void
+ findCompact( int y_comp[36], int x_comp[36], int* index, int Mret[6][6], int
IM[6][6], int xi, int yi) : void

+ getResultantForces( float Fx[36], float Fy[36], float Fz[36], float
contactPoints[36][6], int* numContacts, float fx[6][6], float fy[6][6], float fz[6][
6] ) : void

Figure 7.7: Skin Class diagrams: Linux O.S. version.
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Figure 7.8: Scheme of the ROS nodes.

sensor surface.

skin_module_forceelaborates the data, which are provided to ritw_data
topic from the previous node, the contact forces acting ah ¢actile sensor
module. The 36 forces, expressed in Newton (N), are senetmtiuule_force
topic. The node needs a set of calibration parameters thahdeon the type of
the tactile sensor (rigid or flexible) and on the type of thigocation procedure
preliminarily carried out (fine or not fine). The informatican be passed to
the node with input parameters during the starting phaseswitted below.

skin_net_forceprocesses the data acquired from thedule_forcetopic and
it provides information about the net forces acting on onenore compact
regions on the sensor surface. The data are saved irethéorcetopic.

skin_gestures_recognitiamode provides information about the touch gestures
applied on the tactile sensor surface. It requires as inarameter the iden-
tifier of the algorithm to use for the recognition processe Tivo algorithms
described in Section 4 have been implemented. The first gquieitsxthe data
provided by theaaw_datatopic and it uses a map-based recognition algorithm.
The second one uses data acquired from butldule forceandnet_forcetop-

ics and it used an algorithm based on the force contact péhe.recognized
gesture is communicated through thgstures_recognitiotopic.

It is possible to start the ROS nodes with the ROS comnrasdin specifying the
node input parameters in order to set specific user requerdtsef sensor data elabo-
ration:

e rosrun skin_driver skin_seral

e rosrun skin_driver skin_module_force skin_type calilmat type
with skin_typeequal torigid/flexandcalibration_typeequal tonot_fingfine
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e rosrun skin_driver skin_net_force skin_type calibratitype
with skin_typeequal torigid/flex andcalibration_typeequal tonot_fingfine

e rosrun skin_driver skin_gestures_recognition algorithm
with algorithmequal toimg_baseftp based

For completeness, a schematization of the ROS topics iegdlvthe driver network
and of the message types exchanged in the ROS net is reporiedhle 7.1: each
row shows a topic and the corresponding message structuseedver, an example

of a ROS node is reported in Appendix B. The code correspandisetskin_serial
node. A serial port is defined and the communication speeet i®ghe maximum
baud rate achievable by the USB interface and compatible thé VirtualCom Port
specifications, e.g., 921600 bps. The node starts to acgset of samples in order
to compute the sensor signdtsets. Then, a message is filled with the data acquired
from the sensor and it is published as the/_datatopic.

7.2 The sensor on the KUKA LWR4+ at PRISMALab

The KUKA LWR 4+ provided by the PRISMALab exploits the Fast Research Inter-
face (FRI) Library, developed by the University of Stanfai@ communicate with a
control PC angbr third part devices, i.e.,/F sensor. The library intends to provide
a simple user interface to the KUKA Light-Weight Robot IV anides all commu-
nication and set-up issues behind interface. It is only &erfiace and it does not
contain any control functionalities. It allows accessiogdifferent controller inter-
faces of the KUKA system, e.g., joint position controlleartesian impedance con-
troller and gravity compensation controller. The FRI Lityrauns on a remote PC
that is connected to the KRC (KUKA Robot Controller) via amé&net connection.
In intervals of 1 to 100 ms, UDP packages are periodically fem the KRC unit
to the remote host. These packages contain a complete sdtatfaontrol and status
data, e.g., joint positions, joint torques, drive FRIDfieenperatures (see FRI docu-
mentation [112] for more details). The remote host (e.gth @NX Neutrino RTOS)
instantaneously send a reply message after the recepteachfpackage. The reply
message contains input data for the applied controllggs, jeint position set-points,
joint stiffness set-points. In this way, the users become able to setvaopontrol
architectures andr application-specific controllers for the light-weightraas it is
often desired at research institutions.

Since a PC has to be used to run the FRI Library, the idea wesetthe PC itself
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Table 7.1: Schematization of ROS sensor driver topics arsbage types.

Topic name Message structure Description
raw_data Header header Message Header
float32[144] data A 144 elements vector that
contains the tactile sensor
signals
module_force Header header Message Header
float32[36] fx Three 36 elements vectors that
float32[36] fy contain the x-,y-,z-components
float32[36] fz of the module forces
net_force Header header Message Header
float32[36] net_fx Three 36 elements vectors that
float32[36] net_fy contain the x-,y-,z-components
float32[36] net_fz of the net forces

float32[36] contact_points x  Six 36 elements vectors that

float32[36] contact _points_y contain the position and

float32[36] contact_points_z orientation (in terms of XYZ

float32[36] contact_points_rx Euler angle) of the frame in

float32[36] contact_points_ry which the contact point of each

float32[36] contact_points_rz estimated net force is expressed.
They are expressed w.r.t. the
sensor frame

int32 num_contacts The number of the estimated net
forces
gestures_recognition Header header Message Header
int32 recognized_gesture An identifier of the recognized
gesture

to host also the software library needed to communicate twéHorcetactile sensor.
Ideally, a minimal system architecture should consist adst PC interfaced with the
forceitactile sensor, through thetG Sensor Library described in Section 7.1.1, and
with the robot cabinet, through an Ethernet connection aed=RI Library. How-
ever, to properly work, the FRI Library requires to run on aoubtu 32-bit version
that is incompatible with the VirtualCOM Port driver usedcmmmunicate with the
forceitactile sensor. For the cited reasons, an alternativersyastehitecture has been
considered and implemented. It makes use of two PC. The fir$td3ts an Ubuntu
64-bit version and it is used to communicate with the faismtile sensor through the
C++ Sensor Library. The second one is used to execute the robtibtalgorithm
and to send the joint commands to the robot through the FRBkib The to PCs
are connected together with an Ethernet switch. Figure o@/s a schematization
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of the minimal system architecture and of the architectureassfully tested in this
specific case. In this configuration the foiteetile sensor is used to perform several
experiments that are described in the following.

7.2.1 KUKA LWR4 + D-H table

In order to develop a positioning algorithm and to comput direct and inverse
kinematics of the robot a kinematic model of the KUKA LWR# term of Denavit-
Hartenberg (D-H) table, is required. With reference to Fid0, the D-H parameters
are reported in Tab. 7.2. Moreover,f and X are the base frame and the end-
effector frame, respectively, the following homogeneous ixdiave to be consid-
ered:

1000 1000
010 0 010
e T = -1 (7.1)
00 1d 0 0 1 dl
000 1 000 1

whered*f = 0.3105m andi = 0.078 m. In the considered D-H convention the joint
frame are all right-handed, while in the KUKA convention finemes 4 and 6 are
left-handed. So, the relations between the KUKA convenéind the D-H conven-

tion are:
D-H _ AKUKA
a =0

g0+ = qZKUKA
qg—H _ quUKA

qE—H _ _qEUKA

qSD—H - qSKUKA

qg—H _ _quKA

qg)—H _ q7KUKA

Similarly, the joint velocities and accelerations are:
qlD—H - qlKUKA

qg)—H _ qZKUKA

qg—H _ quUKA

q4D—H - _qEUKA

qSD—H - qSKUKA

qg—H _ _qGKUKA

q?—H _ q7KUKA

“D-H _ #KUKA
4 =4

97



/ HostPC \

FRI connection
- 0S: Ubuntu 32bit 500 Hz
- FRI Library N
- C++ Sensor Library
- Virtual COM port —

K driver /

USB connection
150 Hz

(a) Minimal system architecture.

( HostPC 1 \

_ 0S: Ubuntu 64bit Ethelrjn;; ;Z:::tcst'on' ( HostPC 2

- C++ Sensor Library )

- Virtual COM port
driver

. r

USB connection

- FRI Library

L— 0OS: Ubuntu 32bit

FRI connection

(b) Implemented system architecture.

Figure 7.9: System architecture adopted for KUKA LWiR&t PRISMALab.
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Figure 7.10: KUKA LWR4 mechanical scheme.

N. Joint a; g [mm] di [mm] o,
1 /2 0 0 (o]}
2 -r/2 0 0 02
3 /2 0 0.4 U3
4 -r/2 0 0 Oa
5 /2 0 0.39 Os
6 -r/2 0 0 Os
7 0 0 0 a7

“D-H _ sKUKA
% =4

q3D—H — quUKA
qE—H — _q4KUKA
qSD—H — qSKUKA
qu—H — _quKA
q?—H — q7KUKA

Table 7.2: KUKA LWR4+ D-H table.

The aim of this section is to show how the sensor can be useddgnize simultane-
ously intentional and unintentional contacts and how thetoan be used in flerent
way exploiting the information on the contact force on theipaf the control law

described in Section 6.
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A conformable forcgactile sensor patch is installed on the third link of the
KUKA LWR4 + (see Fig. 7.1(a)) as described in Sec. 3.2. With this chbieentim-
ber of joints from the base to the contact point is enough tearibe contact point
along any direction of the Cartesian space. The sensor ieected to an acquisition
board with a flat cable. The acquisition board chosen toidagthe sensor voltages is
the STM32F3 Discovery board based on a STM32F303 ARM Cdwtéxnicrocon-
troller. Given the system architecture reported in 7.98,acquisition board sends
over an USB connection the acquired raw data to a HostPC aahplig frequency
rate of 150 Hz, on which the-€+ Sensor Library is running. The latter is able to pro-
vide, on the basis of the sensor voltages, the estimated ¥@ctors applied to the 36
skin sensing modules and the contact point(s). The infaamathen, are sent via an
UDP socket to a second PC used to compute the control algoritb work properly,
the KUKA controller requires that the commanded joint Josts values have to be
updated with a rate of at least 500 Hz. So,féedent thread is used to asynchronously
acquire the sensor data. The second host is interfaced watKWKA LWR4 robot
with the KUKA FRI Library.

The forcef, measured with the sensor and used in the control (and ircpkati
in (6.2) written withc = b) is defined as the net force acting on the whole contact
surface of the sensor patch, computed as

36
i; ' (7.2)
Rs= RjR}

where f? is the force measured by theth sensor sensing module as defined in
Sec. 2.6.1R£ is the rotation matrix that expresses the orientation oftresor frame
w.r.t. the robotj-th link andR; is the rotation matrix of-th link w.r.t. the robot base
frame. The control parameters have been selected by clgowsigguation 6.2 the
scalar matricesMe = mel3, De = del3, My = myl3, Dy = dpls. With this choice
the response times for the enfieetor and the body control points are proportional
to mg/de andmy/dy, respectively, while the magnitudes of the repulsive aredions
are proportional to Ade and 1 dy, respectively. In the experiments the following
values have been selectenly = 25kg,de = 6 Ngm, my, = 0.5kg, dy = 2Ngm,

ko = 50 s?2 andky = 10s. This choice ensures a well damped response for both
contact points with a quicker reaction time for the body calrpoint.
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7.2.2.1 First experiment

The objective of the first experiment is to show how the sewsor be used to in-
tentionally interact with the robot and to safely react tintentional contacts at the
same time. With this aim, the control law reported in (6.19 bhaen implemented. In
particular, the robot is programmed to follow, as primaskta periodic trajectory at
the end fector. Figure 7.11(a) reports the desired trajectory attitkdfector that
corresponds to a horizontal line in the space. A threshaldleg 7 N has been fixed
for the forcétactile sensor. In the first 8 s, the primary task is correexigcuted with
a trajectory error near to zero (see Fig. 7.11(d)), while ootacts occur with the
sensor (see Fig. 7.11(b)). During the task execution, amfitnal contact is applied
to the forcgtactile sensor in order to reconfigure the robot in an elbomfigaration
which is more comfortable for the user that has to act in thetevorkspace. The
contact occurs between 8 s and 10 s and the detected foroeeen Fig. 7.11(b), is
below the established threshold. Thus, the desired matiéig. 7.11(c), computed
at the contact point, is projected in the null space of the sk, which is then pre-
served, as the low trajectory error demonstrates in Fid.(@)1 Figure 7.12(a) reports
the angles of joints 2, 3 and 4 that move the elbow. Given tiialijpints configura-
tion (g2 > 0 andgs < 0), the robot moves along the prescribed trajectory, inradmse
of contacts, in the elbow-up configuration (first 8 s). By gpm a proper force and
by exploiting the redundant DOFs, the user is able to safelyenthe robot from the
elbow-up €3 > —1.57 rad) to the elbow-dowrgg < —1.57 rad), while the robot still
executes the main task (between 8s and 10s). Then, at 16cqradseontact occurs
and this time the force exceeds the threshold. Hence, tha oalmtroller interprets
the force as an unintended collision, and it imposes to tliesiom point a motion
in the Cartesian direction of the collision force, to presethe safety of the human.
From this instant of time, the primary task is abandoned ahenahe contact force
falls to zero, the robot stops (see last 9s). Obviously, dbetrcould be programmed
to resume the interrupted operation as soon as the contactlger detected. To
assess the safety of the reflex motion, besides the direcfitime motion that has
been already shown coherent with the applied force, thdiosatime of the whole
system has been estimated. Figure 7.12(b) reports on the girta zoom view,
around 16 s, of the measured net force magnitude and theityetocponent along
y axis, that is the main direction of motion of the collisionimio The time that the
velocity needs to change its sign, in which the robot reacthe collision escaping
from the contact area, is approximately 89 ms, meaning thigtaolimited amount of
energy is transferred to the human during the unexpectethcorit is evident how
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Figure 7.11: KUKA LWR4 - first experiment.
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Figure 7.12: KUKA LWR4 - first experiment: elbow reconfiguration and response
time after a collision.

with the good sensibility of the sensor in the estimationhaf three force compo-
nents and with high mechanical robustness, the skin candzbaighe same time to
reconfigure the robot in a fine and precise way and to escapasi af dangerous
situations due to unintentional collision.

7.2.2.2 Second experiment

With the second experiment, the fofiaetile sensor is used in a manual guidance
task. The objective is to show how the high accuracy of thedastimation of the
sensor allows to use the sensor in the same way a commef€iakRsor is usually
adopted when mounted on the robot wrist, with the advantaafethe skin patch can
be mounted in dferent parts of the robot structure. In this case, the taskifyris not
fixed and the contact force is below the force threshold duitie whole experiment.

In particular, as discussed in Sec. 6, the control law has eplemented in such a
way that the priority of the two tasks is defined by the operatothe basis of the
first point touched. The commercial sensor installed on thistwo implement the
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proposed experiment is an ATl Mini4d5TFsensor. In both possible contact points,
the desired position is computed by the admittance equédi@). In particular, the
desired position of the endfector is computed by using the ATI sensor, while the
position of the body point is computed on the basis of the gadaided by the sensor
skin. Two diferent case studies will be analyzed in order to show the fodlodvior
when the task priority changes, and the sensor used to mahaga@imary tasks
switches, accordingly, from the commercial one to the skimssr proposed in this
paper.

Case study | The first case study illustrates the behavior of the robotnithe
operator first touches the enéfector. In this case the desired position of the end
effector constitutes the main task. The results are reportEw)iry.13. By observing
Figs. 7.13(a) and 7.13(b) the endlextor moves according to the forces exerted at the
tip, measured by the commercial sensor. When the operatohés the point on the
robot body (the forcactile sensor), the exerted forces, represented in FI§(Q),
produce a motion in the null space of the main task. The viésap,, reported in
Fig. 7.13(d), are composed by the motion allowed in the mdkcs and the motion
produced by the main task. The forces applied to the p@jr{Eig. 7.13(c)) and the
velocities p, (Fig. 7.13(b)) clearly show that the secondary task doestfiett the
task with higher priority and that the motion takes place diraction coherent with
the direction of the applied force. This makes the intecactvith the robot very
intuitive, in contrast to a simple gravity compensation mathat, by the way, could
be applied only with a steady enffector.

Case study Il Figure 7.14 reports a similar analysis for the second casty.sThe
desired position of the body point is selected as the makhgdirst touching the
point p, on the forc#actile sensor. Figures 7.14(b), 7.14(c) and 7.14(d) shaithe
velocities p, and p, are dfected by the forcd, only. Instead, Figs. 7.14(a), 7.14(b)
and 7.14(c) show that the enéfector motion does not generate a contribution to the
velocity fp,, while it is coherent with the direction of the applied fordeis evident
that in this second case the guidance of the robot, obtaigatsing the proposed
sensor, is qualitatively similar to the previous case stutlyis experiment demon-
strates that the sensibility and the accuracy of the prapssasor, in the estimation
of all contact force components, are high enough to use theoséor intuitive guid-
ance and programming of a robot also when the necessary raddetces are below
1N, with the advantage that the foftactile sensor can be conformed to be easily
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Figure 7.13: KUKA LWR4- - second experiment (case study 1): all components are
expressed w.r.t. the robot base frame.
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mounted on dferent parts of the robot.

7.3 The sensor on the KUKA iiwa

The system architecture experimentally tested with the KURva is quite simi-
lar to the one described in the previous section. KUKA iiwasuthe new Sun-
rise.Connectivity FRI library to establish a communicat@hannel between the PC
that executes the control algorithm, developed #+Cand the Java-based controller.
It provides a simple and light €+ Object Oriented library that allows command-
ing the robot through a joint position interface. So, justiat modification in the
software design has been enough to obtain a working systerthisl specific case,
both the capacities of the forftactile sensor to provide the contact force vector and
to work as HMI has been exploited to carry out a task of intaifprogramming, in
the sense that the touch gestures recognized by the sensobéen used to send
different commands to the robot.

7.3.1 KUKA iiwa D-H table

The D-H parameters of the KUKA iiwa filer from the ones of the KUKA LWR#
just for few arguments. They are reported in Tab. 7.3. Thigtiif X, andX. are
the base frame and the enfiextor frame, respectively, the following homogeneous
matrix have to be considered:

100 0 -1 0 0 O
01 0 0 -1 0

T = T = -1 (7.3)
00 1d 0 0 1 d
00 1 0 0 0 1

whered? = 0.34m andd] = 0.126m. In the considered D-H convention the joint
frame are all right-handed, while in the KUKA convention finemes 4 and 6 are
left-handed. So, the relations between the KUKA convenéind the D-H conven-
tion are:

KUKA

P H = qf
qzD—H — qZKUKA
qu—H — q3KUKA
qE—H _ _qEUKA

D-H _ ~KUKA
0 =05
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Figure 7.14: KUKA LWR4 - second experiment (case study II): all components are
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N. Joint a; a [m] di [m] o,
1 /2 0 0 o1
2 —/2 0 0 Oz
3 /2 0 0.4 O3
4 —r/2 0 0 Oa
5 /2 0 0.4 Os
6 —n/2 0 0 Us
7 0 0 0 o7
Table 7.3: KUKA iiwa D-H table.

qg—H _ _qGKUKA

q$—H _ qP7(UKA

Similarly, the joint velocities and accelerations are:

qlD—H — quKA

qg)—H _ qZKUKA

qg)—H — qg(UKA

q4D—H - _qEUKA

qSD—H — qSKUKA

qg—H _ _qGKUKA

q?—H — qP7(UKA

qlD—H _ quKA

qg—H _ qZKUKA

qu—H - quUKA

q4D—H - _qEUKA

qg—H _ qSKUKA

qg—H _ _qGKUKA

q7D—H - q7KUKA

7.3.2 Experiment

The aim of this section is to show how the force vector esthdly the forcgactile
sensor can be used to move the robot in a desired positiondgitixg the Admit-
tance control described in Sec. 6 for a manual guidance tafk veimultaneously,
the sensor can be used as HMI sending to the robot some comrtfandgh touch
gestures. By combining the two sensor information it is fideso execute more
complex robotics task, e.g., a task of intuitive progranmgnin
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As in Section 7.2.2 a conformable sensor patch is instaleth@third link of the
KUKA iiwa (see Fig. 7.1(c)). A system architecture similarthat of the previous
case is considered. So, the sensor acquisition board seeidsroUSB connection the
raw data at a sampling frequency rate of 150 Hz to a HostPQrrgrihe G++ Sensor
Library. The information, then, are sent via an UDP socket t®cond PC used to
compute the control algorithm. The computed joint commaardssent through the
Sunrise.Connectivity FRI Library to the KUKA iiwa contrell with a rate of 100 Hz.
An ATl F/T Sensor Mini45 is installed on the robot enffieetor. For the experiment
presented below the following values have been selected: 15kg,de = 8 Ngm,
mp = 0.5kg, dp = 2Ngm, kp = 5052 andkg = 10sL.

7.3.2.1 Experimental results

The objective of this experiment is to show how the fgiaetile sensor can be si-
multaneously used to intentionally interact with the roAot to communicate with
the robot itself through touch gestures (HMI) in a task ofiitite programming. As
shown in the previous KUKA case, the high accuracy of theda@stimation of the
sensor allows to use it in the same way the ATT Sensor Mini45 is used on the
robot wrist. The idea is using the'FSensor installed on the robot wrist to move
the robot end fector in order to reach some desired positions in the Cartegiace.
The operator is able to communicate to the robotics systesate those positions
by tracing a touch gesture on the fofteetile sensor in order to define a trajectory.
The control law described in Sec. 6 has been again consideikd has been imple-
mented in such a way that the position of the robot efettor represents the primary
task, while the joint accelerations related to the intarglacontacts exercised on the
robot body point are projected in the null-space of the pryntask. In particular,
the desired position of the endfector is computed by using the ATI sensor, while
the paosition of the body point is computed on the basis of tita grovided by the
force'tactile sensor.

Figure 7.15 reports the results of the experiment. At therimgg of the task
execution, an intentional contact is applied to the fdemile sensor in order to re-
configure the robot in an elbow configuration which is more fwtable for the user
that has to trace touch gestures in order to communicatethgtiobotics system. The
contact occurs between 8s and 10 s and the detected forgmitee in Fig. 7.15(c).
Thus, the desired motion in Fig. 7.15(d), computed at theambpoint, is projected
in the null space of the primary task. By applying a force te #ensing module
placed in the bottom-right corner of the sensor it is possiblswitch between the
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Figure 7.15: KUKA iiwa - experimental results: all compoteare expressed w.r.t.
the robot base frame.
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gesture recognitiomodality and thenanual guidancenodality (Fig. 7.16(a)). In the
first 55 s the ATl FT Sensor is used to move the robot effidetor in three dierent
positions of the Cartesian space. The operator commuditatine robot the begin-
ning of the learning process with tlitagonaltouch gesture (Fig. 7.16(b)). Once a
desired position is reached, the operator communicatdsetoobot to save its con-
figuration by tracing arhorizontal lineas touch gesture on the fortactile sensor
(Fig. 7.16(c)). Finally, by tracing theumber las touch gesture (Fig. 7.16(d)) the
operator starts the automatic execution of the trajectavgd in the first part of the
experiment as shown in last 40 s of Fig. 7.15.

7.4 The sensoron ROS-based platforms: YASKAWA SIASF
and KUKA LWR4 +

The choice of the specific integration systems considerditeiprevious sections are
subject to the particular communication interface prodithg the robotics systems.
The adopted architectures are not flexibly enough to be usether robotics sys-
tems, thus, more or less trivial modifications have to be niadeder to adapt them
to other platforms and communication interfaces. In gdn#re is a know issue re-
lated to all complex systems obtained by integrating woggsied out by individual
research groups that work autonomously offiedent topics. As described in Sec-
tion 7.1.2 the ROS framework has been developed in the lastyeying to make
easer and faster the integration of heterogeneous robstgtems and parts. The
developed ROS-based driver allow us using the ftacéle sensor with ROS-based
robotics platforms in an intuitive and fast way introducireyy poor modifications to
the robot control software. In this section, the integmaidd the developed sensor in
two ROS-based robotics platforms is described.

The first platform makes use of an industrial robot manijulag.g., the YASKA-
WA SIA5F. The interface provided with this specific robotgystem includes a ROS
communication interface that manages the command signdiguarantees a reliable
access to the robot control unit through the ROS-IndusiVlistack. ROS-Industrial
is an open-source project that extends the advanced ciipaloff ROS software to
manufacturing. Figure 7.17(a) shows the SW architectuee ugth the YASKAWA
platform. The entire ROS net is executed on a single host RGemted to the forge
tactile sensor (USB interface) and to the robot controliethérnet interface). The
control_nodecomputes the joint positions on the basis of the forces aedurom
themodule_forceindnet_forceopics following the admittance control law described
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(a) Switching between thgesture recognitiormodality and the
manual guidancenodality.

(d) Entering in theautomaticmodality.

Figure 7.16: KUKA iiwa - experimental results: learning pess.
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control_node joint_position ROS Industrial
< - SW Stack

module skin_net_
= net_force
force force

alg. 2

skin_serial

skin_module

force

raw_data
skin_gestures_ gestures_
recognition recognition

(a) SW architecture for YASKAWA SIA5F.

n - KUKA LWR4+
control_node joint_position
ROS wrapper

module skin_net_
= net_force
force force =

alg. 2

skin_serial

skin_module

force

raw_data
skin_gestures_ gestures_
recognition recognition

(b) SW architecture for KUKA LWR4.

Figure 7.17: SW architecture adopted for ROS-based phatfor

in Sec. 6.1, and then it sends them to the ROS-Industrial Sk st

The second platform uses the KUKA LWR4gently provided by TUM and
Fig. 7.17(b) shows the SW architecture. Again, the ROS netxésuted on a single
host PC connected to the foytatile sensor and to the robot controller. No modifi-
cations have been applied to the software layer used to comsate with the sensor.
The only part changed in the system is the robot communitatierface that, this
time, consists of a KUKA FRI ROS wrapper developed by TUM.

As expected the use of a ROS-based sensor driver allows te eesier the in-
tegration with any robotics systems that use the ROS framewbich requires only
trivial adjustments to the interface used to communicath thie robot.

7.4.1 YASKAWA SIA5F D-H table

In this Section, the D-H table of the YASKAWA SIAS5F is repatteWith reference
to Fig. 7.18, the D-H parameters are reported in Tab. 7.4.r&laions between the
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YASKAWA convention and the D-H convention argyH = ¢f ASKAWA

D-H
b7

N. Joint aj a [mm] d; [mm] 6;
1 -n/2 0 0 a1
2 /2 0 0 a2
3 n/2 85 270 03
4 /2 60 0 (o1
5 -n/2 0 270 Os
6 /2 0 0 Os
7 0 0 148 ar

YAS KAWA
)

D-H _ AYASKAWA
0z =03

qD-H = qYASKAWA_ /5
R = —qYASKAWA
qR-H = gYASKAWA
qP-H = —qYASKAWA

Table 7.4: YASKAWA SIA5F D-H table.

Similarly, the joint velocities and accelerations agH = ¢y ASKAWA

qg)—H — q\z(AS KAWA
qu—H — quS KAWA
q4D—H — qIAS KAWA
qg)—H — _quS KAWA
qGD—H — quS KAWA
q7D—H — _quS KAWA

q]II_)—H - qIAS KAWA
qZD_H — quS KAWA
qu—H — quS KAWA
qE—H - qIAS KAWA
qg)—H - _quS KAWA
qGD_H — quS KAWA
q7D—H — _quS KAWA

114



559

559
1/."
./ -
VARE 8
:/ v T A
.//" E L
f/" h
S
3
it} . %9\/.
o)} . i
R ? Working B ©
Bmp | range 3
. i PointP
b / ,
1 9 : Y.
c ‘~\__—£'— _</"
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CHAPTER

Conclusions and future works

In this thesis the design and the development of a distribiecetactile sensor
has been described and its tests and usages in physical Hraofem Interaction
applications have been presented. The sensor is condtliytendependent sensing
modules, able to estimate both normal and shear contae fmmponents. The idea
behind the sensor, i.e., adopting four four optoelectraoigples (constituted by an
infrared Light Emitting Diodes and a Photo-Detectors) cedeby a silicone layer
that transduces the external force in a mechanical defamatpresents an optimal
choice to obtain a small sensing module able to reconstnectdntact force vector.
The latter is estimated as a suitable combination of thefoltage signals measured
by the four receivers. In particular, two estimation tecfugis have been presented,
the first one based on a linear calibration model, and thenseooe based on an
ANN. As shown the algorithms guarantee a high estimationaoy for both the
normal and shear components of the force vector. A comptetetype, with a 6< 6
matrix of sensing modules, has been realized, charaatiesizé tested. The algorithm
used to discriminate multiple contact areas and to estiiatdorce resultants for
each contact area has been described and analyzed.

The sensor, firstly developed in rigid PCB technology, hare-designed and
manufactured in flex PCB technology in order to guaranteeham@cal compliant
and conformability to curved surfaces, such as robot armsidelines for the in-
stallation of the sensor on a generic robotics system anddeo. The sensor has
been successfully installed on few redundant manipulaibdifferent brands, i.e.,
KUKA and YASKAWA, and, through the definition of proper systearchitectures
and sensor drivers, it has been exploited in applicationsaéé physical Human-
Robot Interaction, where contact forces over large disteith areas can occur. So,
two software drivers has been developed in order to prowidegeneric robotic sys-
tem information such as pressure map, contact forces aridatqoints. Moreover,
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three algorithms that allow the use of the sensor as Humarhive Interface and,
then, the recognition of the touch gestures traced on thsosesurface have been
designed and implemented. The three algorithms have beess#sl in order to eval-
uate the recognition rate with several tests performed byi2érent performers. By
adopting the classic formulation of the admittance contt@ sensor has been used
in manual guidance, intuitive programming, collision alanice and reaction tasks.
An analysis on the control algorithm stability has been psmal and discussed. The
reliability and the robustness of the developed sensor #saw¢he dfectiveness of
the proposed method and technology have been showed andhsteated thought
several experiments carried out also in collaboration RRISMALab of Universita
di Napoli Federico Il and with the DHRI laboratory of TUM.

The described distributed fortactile sensor results to be a good solution for
those applications that require a high accuracy in the foemtor estimation, e.g.,
manual guidance, and it has been shown that the sensor & mimugh to be adopted
also in applications where a distributed contact, due tor@ntentional collision,
occurs.

Future works will be focused on finding new methods and teldyies able to
speed up the soldering process of the optoelectronic coemp®n Smaller compo-
nents that include in the same package both the emitter angteiver could permit
the use of automatic processes for the components placeandnsoldering, e.g.,
robotized pick and place, as well as they could allow an imgmuent of the force
estimation accuracy and a reduction of time needed for thieration procedure.
Obviously, an interesting challenge will be the developtéra new prototype with
higher dimensions. In this terms, a new technique will bdistilifor interconnecting
several prototypes together trying to adopt an event-bagedrogation strategy in
order to improve the sensor acquisition frequency. Moredte use of MEMS sen-
sors, e.g., 3 axis accelerometers, for developing of aadsaif-calibration algorithm
will be investigated.
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APPENDIX

C++ Sensor Library

Library methods
Skin
Input parameters:

e skin_typeinteger value. It can be equal to RIGID_SKIN (0) or CONFORBIA _-
SKIN (1)

e calibration_methodinteger value. It can be equal to NOT_FINE_CALIBRATION
(0) or FINE_CALIBRATION (1)

e gesture_type integer value. It can be equal to GESTURE_OFF (0), GES-
TURE_IMG (1) or GESTURE_CP (2)

e ip: char pointer. The IP address of the destination PC

e port: integer value. The Port of the destination application
Output parameters:

e void

Description: Class constructor. It properly initializes the supportialles, it loads

the calibration matrix, the pose of the reference frame efsénsing modules from
files, it initializes the gesture recognition modality byteey the selected algorithm
and it initializes the communication socket.

setCOM

Input parameters:
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e port: char pointer. The name of the COM port
Output parameters:
e void

Description: it sets the COM port.

connect

Input parameters:
e void

Output parameters:
e void

Description: it connects the application to the COM port selected withsh&€OM
method.

disconnect

Input parameters:
e void

Output parameters:
e void

Description: it closes the serial connection.

getNormalizationMatrix

Input parameters:
e void

Output parameters:
e void

Description:it reads the normalization parameters from the file. The oteithcalled
by the Class constructor only if the NOT_FINE_CALIBRATIONethod is used.
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update

Input parameters:
e void

Output parameters:
e void

Description: it reads the raw data from the sensor. By calling ¢j@tForcesand
getResultantForce# obtains the forces applied to the sensing modules andeto th
compact(s) and sends them through the UDP socket initthbyehe Class construc-
tor.

removeOffset
Input parameters:

e numSamplednteger value. The number of samples to use for the sigtseis
computation

Output parameters:
e void

Description: it computes the voltagedfset. To estimate properly the applied forces,
it must be called before anypdateoperation.

getForces

Input parameters:

e fX: 6 x 6 float matrix. The variable returned by the function thattaors the
x-component of the forces applied to the 36 sensing elements

e fy: 6 x 6 float matrix. The variable returned by the function thattaors the
y-component of the forces applied to the 36 sensing elements

e fz. 6 x 6 float matrix. The variable returned by the function thattaors the
z-component of the forces applied to the 36 sensing elements

e V:12x 12 float matrix. It contains the 144 voltage signals of thesserga-
nized in a 12x 12 matrix
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Output parameters:
e void

Description: it computes the forces applied to the 36 sensing elementsedreaisis of
the voltages signals contained in the input paramét&eturns the three components
of the applied forces through the variabfgsfy andfz.

findCompact

Input parameters:

e y _comp vector of 36 integer elements. The variable returned byfuhetion
that contains the row indexes of the sensing modules in thedfcompact

e X_comp vector of 36 integer elements. The variable returned byfuhetion
that contains the column indexes of the sensing modulesifotind compact

e index integer pointer. The variable returned by the functiort tuntains the
number of the sensing elements included in the found compact

e Mret: 6 x 6 integer matrix. The variable returned by the function thatitains
the updated status of the analyzed sensor

e M: 6x 6 integer matrix. It contains the status of the sensor to b&/aed. The
i, j matrix element is set to 1 if the magnitude of the force aplptthei, |
sensing module is greater than a threshold

e Xi: integer value. The initial index of the column from whichgiart the anal-
ysis of the compact

e yi: integer value. The initial index of the row from which to iitdhe analysis
of the compact

Output parameters:
e void

Description: starting from the sensing module corresponding to theainitidex xi
andyi, it analyzes the matri¥ in order to find a compact. It is recursively called by
the getResultantForcesiethod if a RIGID_SKIN is selected.

121



getResultantForces

Input parameters:

e Fx: vector of 36 float elements. The variable returned by thetfan that
contains the x-component of the net force(s) applied todhad compact(s)

e Fy: vector of 36 float elements. The variable returned by thetfan that
contains the y-component of the net force(s) applied todhad compact(s)

e Fz vector of 36 float elements. The variable returned by thetfan that
contains the z-component of the net force(s) applied todbhad compact(s)

e contactPoints a 36 x 6 matrix of float elements. The variable returned by
the function that contains the y, z-coordinate of the contact point(s) in the
first three columns and thi 6, y-angles (expressed in the XYZ Euler angles
representation) of the reference frame related to the coptant(s)

e numContactsinteger pointer. An output variable containing the numdfehe
detected contact regions

e fX: 6 x 6 float matrix. It contains the x-component of the forces igplo the
36 sensing elements

o fy: 6 x 6 float matrix. It contains the y-component of the forces igplo the
36 sensing elements

e fz. 6 x 6 float matrix. It contains the z-component of the forces iggpo the
36 sensing elements

Output parameters:
e void

Description: it computes the net forces applied to the compact(s) fouralith the
findCompactmethod on the basis of the forces applied to each sensinglesodfi
the skin sensor. Returns the three components of the cothpeteforces through
the variables-x, Fy andFz, the information about the reference frame of the contact
regions and the number of the detected contact regions.
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APPENDIX B -

Example of a ROS sensor driver

#include <stdlib .h>
#include <iostream>
#include <fstream>
#include <fcntl.h>
#include <stdio .h>
#include <string.h>
#include <sstream-
#include <fcntl.h>
#include <errno.h>
#include <termios.h
#include <unistd .h
#include <sys/types.h
#include <sys/ipc.h>
#include <sys/shm.h>
#include <math.h>

#include "ros/ros.h"
#include "std_msgs/String.h"

#include

#define TRANSD_CONST 3.34095.0

using namespace std

int

{

main(int argc, char *x argv)

/+ Serial variables »/

<skin_driver/raw_data.b

int fd, wr, high = 0, low = 0;

struct termios options
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30

31

32

33

34

35

36

37

38

39

40

41

42

43

44

45

46

47

48

49

50

51

52

53

54

55

56

57

58

59

60

61

62

63

64

65

66

67

68

69

70

71

72

float voltage,

pressureMapl2][1l2],

/* Message variablesx/

skin_driver:: raw_data msg

/+* ROS node

ros::init (argc,

initializations/

ros:: NodeHandle

/+ Publisher .x/

ros:: Publisher

ros:: Rate

loop_rat€150); /+

n

argv,

"skin_serial");

raw_data_pub
n.advertise<skin_driver::raw_data>("raw_data",

150 Hz x/

offsetMap[12][12];

100) ;

fd = open("/dev/ttyACMO", O RDWR | O NOCTTY | O _NDELAY):

if (fd ==

-1 {

"Error:

cout <<

}

else {

fentl (fd, F_SETFL 0);

connnection failed\r\n";

tcgetattr(fd, &options);
cfsetispeed&options,
cfsetospee@options,

options. c_cflag |=

(CLOCAL | CREAD);

B921600) ;
B921600) ;

tcsetattr(fd, TCSANOW, &options);
sleep(2);
tcflush(fd, TCIOFLUSH)

cout << "Connection successful\r\n";

/* Computing voltages offset/
0; i < 12; i++) {

for (int i

for (int
offsetMap[i][j] =

/x USB data acquisitions/

for (int i

j = 0; ] < 12; j++) {

0.0;

0; i < 100; i++) {

wr=write (fd,

if (wr

1) {

n

a

n

1

1),
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for(int i = 0; i < 72; i++) {
read(fd, &low, 1);
read(fd, &high, 1);

voltage = ((float) (low + (high << 8))) =
TRANSD_CONST
offsetMap[(i/2)%2 + (4«(i/4))%12][1%2 + 2«(i/12)]
+= voltage;
}
for(int i = 0; i < 72; i++) {
read(fd, &low, 1);
read(fd, &high, 1);

voltage = ((float) (low + (high << 8))) =
TRANSD_CONST

offsetMap[2 + (i/2)%2 + (4x(i/4))%12][i%2 +
2x(i1/12)] += voltage;

86

87

88

89

920

91

92

93

94

i< 12; i++) {
D) o< 125 j++) |

offsetMap[i][]j] offsetMap[i][j]/100;

}

cout << "Offset removed." << endl << "Skin sensor raw data
acquisition.";
fflush(stdout);

while (ros::ok()) {
/+ USB data acquisitions/
wr=write(fd, "a", 1);
if (wr == 1) {

102

103

104

105

i< 72; i++) {
read(fd, &low,
read(fd, &high,

voltage = ((float)(low + (high << 8))) =
TRANSD_CONST
pressureMap(i/2)%2 + (4x(i/4))%12][i%2 + 2x(i/12)]
= voltage;
}
for(int i = 0; i < 72; i++) {
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110 read(fd, &low, 1);

111 read(fd, &high, 1);

112

113 voltage = ((float) (low + (high << 8))) =
TRANSD_CONST

114 pressureMap2 + (i/2)%2 + (4x(i/4))%12][i%2 +
2x(i1/12)] = voltage;

115 }

116

117 /+x Fill the message to sendk/

118 for (int i = 0; i < 12; i++) {

119 for (int j = 0; j < 12; j++) {

120 msg. data[ix12+j] = pressureMapi]l[j] -

offsetMap[i][j];

121 }

122 }

123

124 msg. header.stamp = ros:: Time::now() ;

125 raw_data_pubpublish(msg) ;

126 }

127

128 cout << ".";

129 fflush(stdout);

130

131 loop_rate.sleep();

132 }

133 cout << endl;

134 return O;

135 }
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